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Abstract

By 1997, the Thomas Jeffersorafinal Accelerator Facility will collect over one
Terabyte of raw infanation per day of Accelerator operatilom three concurrently
operating Experimental Halls. When pgasbcessing is included, roughly 250 TB of raw
and formatted experimental data will be generated each year. By th20g#qra total
of one Petabyte will be stored on-line.

Critical to the experimentagbrogram at Jefferson Lab (JLab) is the networking and
computational capability to collect, store, retrieve, and reconstruct data on this scale.
The design criteria includeugport of a raw dta stream 0fl0-12 MB/second from
Experimental Hall B, which will operate the CEBAF Large Acceptance Spectrometer
(CLAS). Keeping up with this data stream implies design strategieprihate storage
guaranteeduringaccelerator operatn, minmize the number of times dataksffered,

allow seamless access to specific datafeetthe researcher, synchina data retrievals

with the scheduling of postprocessing calculations on the data reconstruction CPU
farms, as well asupport the ge capability to pgform data reconstruction and reduction

at the same overall rate at which new data is being collected.

The current imementation employs statd-the-art StoragTek Redwod tape drives
and robdics library integrated with the Open Storage Manad@e@8M) Hierarcical
Storage Management softwaf€omputerAssaiates, International), the use of Fibre
Channel RAID disks dual-ported between Sun Micrtmys SMP servers, and a
network-based inteace to al10,000 SPECIint92 ata processing CPU farm. Issues of
efficiency, scalability, and manageability will become critical to meet the 3060
requirementdgor a Retabyte of near-line storage interfaced to @@&000 SPECint92 of
data processing power.

Introduction

The Thomas Jefferson National Accelerator Facilioymerly CEBAF, the Continuous
Electon Beam Accelerator Facility, and nownown as Jefferson Lab), dated in
Newport News, Virginia, opates a 4 GeV conmtuous waveelecton beam accelerator,
with the capability to drive fixed target experiments in nuclgaysics simlianeously
in three Experimental Halls. B§997, whenall three halls areunder prodation



operation, the ata generation capability of the experiments, including both raw and
reconstructed data, is expected pp@ach 250 TB per year. By the year 2000, a total
of one Petabyte of data will be storautline foraccess to users on both Local and Wide
Area Networks.

In this paper, we outline some of the major design decisions and strategies employed in
the development of an automated facility which can collect raw experimental results
from three sepatte data acquisition operations, plus serve tifisrmation to a 10K+
SPECIint92 batch data reconstruction farm. The central mass storage system must also
store output from theada reconstruction and analypi©cess, provide inttive access

to files associated with specific datans and phases of the analysis, plus provide a data
export capaittity for transport of the samary infomation back to the researcher’s
home institution where final analysis steps will be performed.

Some of the most critical decision points in {@cess require coordition in the
design of both the on-line and off-line phases of theaipar. The e of the individual
datarun, which represents a epfic running period foreach spectrometer, naming
conventions for raw ata files and associated caliboatj target mapping, and other
auxiliary files, and the mhbds used byach experimental hall ttunnel data to the
central mass storage system must be anticipated in the design offdhee data
handling capability. In some cases, particularly in the size of the raw data file,
limitations and optimizations in thaff-line process W influence operationsluring the

data acquisition stages. This paper will summarize the basic assumptions in the
development of the data handling operatiincluding considations in designing the

data pathfor both on-line and off-line opations. We provide a description of the
current evolution of the designtasus of the arrent prodation operation serving one
Experimental Hall, plus anticipate the challenges ahead as we scale the operation to
support a Petabyte-class data storage requirement.

Data Handling Requirements

Inherent in the design of thath handling operation at Jefferson Lab is the requirement
for an autmated, “handsff” operation. Phygists historically haveun expeiments

with their hands “on the wheel” -- actively managing and monitoring the experiment
itself while manually loading multiple small tape units to store the generated raw data.
In this mode, the volume of the output and the success of the operation are immediately
apparent. The researcher is responsible both to develegtie# tracking andolgging
systems as well as to determine and resphaélems enountered in the experimental
and data storage facets of the operatMWhen designing for the lbection of 1 TB per

day of raw data, it is immediately apparent that this classic mode of operation will not
scale: people time is expensive; the task obmdiog and tracking large numbers of
potentially large files is daumig. A 2 GB raw dta file,for instance, represents less than

3 minutes of operation of the CEBAF Large Acceptance Spectrometer (CLAS) in
Experimental Hall B. Manuabbging methods developed whermatad rates were on the
order of Kilobytes per second become unmanageable wdi@nisl being generated in
Megabytes per second. Part of the design consequently imett the human
requirementdor visual verifcation of the success of the data storage opmerato



develop intuitive mdtods to Ieate specific datauns and assiated files, and to
implementrobust stategies to withstand inteiptions in the central storage capigyp
without affecting the on-line data acquisition (DAQ) process.

Due to the large scale of the opewatieficiency is tantarount. Citical to the design is

the effort to mimmize the number of times that raw data must be copied on its path to
the central mass storage facility. The analysis of early designs, in fact, revealed up to
four sepaate copies of the raw data file on its way tmhdics silo: DAQ to disk; disk

to disk via network to the tape storage server; a re-copy to disk buffers required by some
tape management applications; and a finapyc to tape in the rolbas library.
Recopying 1 TB of dta incurs large costs in both time and hardware and could
significantly increase the resrces required. Furthermore, data reconstrugironesses

in nuclearphysics on the average make two to three passes through the original raw
data. While a true data reduction in this phase of the analysis is desirable, “reduced”
data may, in fact, equal or even exceed the size of thenmput in some instances.
There may be many reduction stages in the final creation of a Data Summary Tape
(DST) sufficiently small to be trapsrted to the home institutiofor final analysis.
Consequently, eiient afgjorithms to coordiate the use of tape traggwsts and disk pool
areas, to optimize netwk and fatch node performance with central anccéd disk
buffers, to manage on-line storage of output imfation anticipatedor near term re-
access, and to vault experimental results to be maintained 10 years or rotfreni
storage, are essential in maximizing the use of expensivaroes (tape, disk, CPU,
network).

The overall design must also meet the requirements of three separate experimental
operations, and, iratt, arbitrate resirces between the halls, isolating thiom each

other. JLab's three experimental halls each impose a different set of requirements and
timelines for compuational sipport, and in many cases make use of dewarof
procedures and standards in the afien of their experiments. The data trams,
storage, and post-processing reguientsfor Expermental Hall B, due to begin
production during FY97 (10/1/96-9/30/97), sigwmi@ntly surpass the standard opé&onal
requirementgor Halls A and C. While planning has focused on meeting the technical
challenges posed by the collection gmdcessing of appraxately 1 Terabyte per day

of raw data (after the compression phase in the data acquipittmess) from the
CEBAF Large Acceptance Spectrometer (CLAS) in Hall B, a data stream equivalent to
approxmately 10-12 Megabytes per second, the plans must also provide viable solutions
for the lower @ta rategprojectedfor Halls A and C. The other two halls, which begin
operation in an earlier time frame than Hall B, generally incur lower data (fates
MB/second) and wite eventually requiring a separate data gadm Hall B, can in fact

be used to test, tune, and refine the solution for Hall B.

A summary of the basic data storage requirements and timdbndbe three Alls
illustrates that the data handling requireméotsHall B are anorder of magnitude
greater than for the other two halls:

Hall | TestRuns | Production | Event | Events/| MB/Sec | Data/Day
Size Sec




C Complete Current 1 KB 200-| 0.2-2 1-100
2000 GB*

A 2Q96 4Q96 1 KB 200-| 0.2-2 1-100
2000 GB *

B 4Q96 1Q97 10 KB| 1000 10 1TB

* Approximately 1-25 GB/day under normal operation. Exceptions to this rate are
the Hall A Helium parity experiment which will run at 10 KHz (10 MB/sec or about
1 TB/day) for a few months, and Visual Compton Scattering and other experiments
which are expected to collect data at 2 KHz (2 MB/sec) with peaks up to 10 KHz.

The data reconstruction requiremefts Halls A and C are estimated as 1/10 those of
Hall B. Hall B estimates that each Byte of data will require on drger of 1000
instructions to reconstruct. At 10 KB/event and 1000 events/second, this is roughly
equivalent to 10K MIPSor 10K SPECIint92). Using this gextion plus anticipated
increases in data rates, CPU and dataureges must be implemented in the following
scale:

FY CPU (MIPS) Disk (GB) Near-Line Tape
(TB)

96 2 K 100 5

97 10 K 500 150

98 20 K 1000 300

99 30K 2000 1200

Meeting the usability, efficiency, and flexibility requirements outlinbdve imposes a
special set of challengésr the modest budget and staff deded to this operain. The

design described below consequently makes heavy use of commercial software
applications and standaodf the shelf hardware. Thelection of hardware and software
components has stressed crosdfprm capabities so that cormponents can be rigred

and/or upgraded as needed withmadjor redesign of the facility. Project management
has stressed the close invairent of userom all three Experimental Halls in addition

to Computer Center personnel, who will implement and manage the central mass store,
in order to insure that the desigmeets both the technical and human aspects of the
overall requirement.

Factors in the Design of the Data Path

Several factors were evaluated in the design of the datdgpdibth the on-line and off-
line operations. In almost all cases, the final decisions representoffada terms of
cost, efficiency, andobustnessWith a small stH, plus some input and assistance from
physics users, and limited budgets, simplicity is key.



Factors in Designing the On-Line Data Path

All three Experimental Halls use some combination of VME and Fastbhsdiegy to
collect raw datdrom one, and in some cases, twedpometers. Hall B has developed
an event building capability which employs the Adymmmous Transfer Mode (ATM)
network technology to cltect, sort,format, and compress the data poifitan each
physics event. Bxails of their ajorithm are provided in reference [1]. VME single board
computers serve as readout colers (ROCs) to collect datimom theelectonic crates;
control and data messages are passed iB3Hg/te ATMcells over @-3 conrections
(155 Mbps) between the ROCs and an on-BMP (Synmetric Multiprocessing) farm
processor (OLFP), a UNIX server. Formatted event data must then bgottadsto a
mass storage library for eventual replay to the off-lia&ch farms. Some local backup
tape capability is desired both for convenience and redundancy.

Design decisions specifically related to the data path ofotiine physics events
include (a) the location and numberrobaics libraries required to collect the raw data,
(b) the network imfgmentation over which to transmit th&armation, (c) the number,
speed, and capacity of the tape tpaomss to employ, and (d) the number of copies of the
raw data to be stored.

Robotics LibrariesConsideations such as redundancy and the need for visual feedback
from storage opeations led to the evaluation of implementing dragdidics libraries to
support the on-line opation. In this model, ansallerrobaics library would be located

in the experimental area (th€d6unting House” where thBAQ sysems reside) so that
tape storage of on-line inforation could continue even in the event that network
connections to the central site were mmipted. With modern Hierarchical Storage
ManagementHSM) software, dta loaded to th€ounting House silo could be majed

in background to a higher caqity central silo used to feed tb#-line batch farms. This
arrangement, whil@roviding good redundancy anditbver capabilities, plus fulfilling
the human need to keep the raw data oftin@ing expament “local”, in fact results in
one extra copy step, emter complexity in managing the location of the data and in
freeing sufficient storage spabter real time operations, plus mostportantly doubles
the cost of the operation. tating all tapes (includingluplicate copies if required)
within one central silo (or silo-complex) insures that theads where it is needed when

it is needed and provides a central single point to expand whecigapequires. After
evaluation of the options, simpler, cheaper solutions for redundancy and feedback can
be implemented with graphical monitoring utilities goovide visual feedback to the
researcher, and local disks and lower cost tape drives ddAQesysemsfor buffering

and emergency archives. This solution does require that some meclpaoisde for

the uncontested use of central tape drives for on-lineatipas. This is particularly
critical for the high @ta ratedor Hall B, where locabuffers could quickly overflow if
the real time operation waited on lower prioritf§-line use of the central drives. The
decision to employ akSM file managementpproach posed a pri@m in that most
HSM appications do nofprovide tapeallocation capabilitiesConsequently the design
of a local customized tape staging application mustrpmate the capability to insure
that a tape transport is immediately available for selected real time processes.



Network Medium Viable network transports for the rawatd includeFDDI (Fiber
Distributed Data Interface), ATM, HiPPI (gh-Performance Pallel Interface), and
Fast Ethernet (100BaseT). Whthe costs of ATM maprove to be lower than the more
mature FDDI and HiPPI standards, manynd@r offerings are unproven andills
groping for a standard. Fast Ethernet (100BaseT) provides both higlaeitgagnd cost
effectiveness but may not meet the high spdedughput requements of Hall B.
Decisions regarding switching verscmuting must insure that signals from the three
halls do not interfere with each other, yet are not degraded by latency overheads.

Tape Transports A major design decision was whether to use multiple lower
speed/capacity tape trgpusts (possibly DLT) or a fewer number of high end drives
(Redwood--11.1 MB/sec., 50 GB cartridges; Ampex--15 MB/sec., 165 GRettass
etc.). The IBM Magstar Drive (9 MB/sec, 10 GB cartridges) offered a midrange choice
in terms of cost and capacity, with relatively high emaaghput (ateast @proaching

the 10-12 MB/secondada stream expectddom Hall B). Employing mitiple, lower

cost drives has the advantage that losing one or even several drives has minimal impact
on the overall operain, plus increases the posbtip that the researcher can in fact read
raw data tapes at the home instibati The disadvantage to this model is the increase in
complexity in terms of fanning the data stream out to multiple drives as well as the
significant increase in sheepdr s@ce required to store tap@®th in near-line and off-

line locations). The use of a highérdughput, higher density tape solution reduces the
complexity of the algorithm, reduces the cost of tapes as well as storagprqMiges

the throughput cagxity required to “catch up” after scheduled and unscheduled
interruptions.

Data Copiesit is interesting to note that the cost of generating the 300 TB possible to
store in the laboratory’s STK 4410 rdlws silo, given site estimates afnning costs, is
many tens of millions of dollars (more depending on the volume of data collected

the lower intensity halls, Halls A and C, as well as thewm of processing required to
produce any reconsitted and/or analyzed result§onsequently, the issue of whether
duplicate copies of the raw dataosild be kept foall experimentaluns is truly both a

cost and research critical deoisi Assuming Hill B produces appramately 50 GB per

hour of opeation running 125-150 days per year, the annual cost to save one copy of the
raw data stream is on tloeder of $300K in tape costs alone. The cost, per copy, then is
less than 1% of the overall generation cost. On the othwet, I$300K,let alone$600K
(assuming two copies), plus of course the original itneeat in additiona$$100K+ tape

units, is a significant impact on tight experimertiadgets. A survey of other energy
research laboratories indicates that keepimglicate copies of raw data is by no means
universal even in far lower data rate @omments, that total loss of a raw data tape is
rare, and that the loss of some small percentage of an experiment’'s data would be
unlikely to affect the overall results. This decision is stifider considetion at
Jefferson Lab and may be affected as much by budget restrictions as risk analysis.

Factors in Designing the Off-Line Data Path
Using the Hall B estimate of 10K SPECint92 to “reduce” (in many cases, just

“reconstruct”) the datérom the CLAS spctrometer, the toratory wil require anoff-
line batch-mode CPU farm consisting of on the order of BU<Lreadyfor prodiction



operation during 1Q97. The final configion of the farm and the supporting software
will depend on several factors, including relative costs amfbypeance of a range of
processors, size/speed/cost of lonatle disks and central RAID subyms, size of
input raw dhta files as well as output files, and the complexity of the softwgozitim

to coordirate pre- and post-staging of data files with the data reconstructionThe
basic assumption in the design is that the first pass reconstructed dapaonaately
the same size as thaput data. An actual reduction of the output data,1@% for
example, would drastically reduce the overall cost of the implemenigtius have
significant impact on the overall throughput of the facility.

The data reconstruction operations on JLab’s dameolve a model of “trivial
parallelism.” One executable desigrfed an expement can be used repeatedly against
event after event either in sequence or in parallel to generate reconstructed events.
Consequently the desigredsions mvolve at what granularity to fan out events to a
series of CPUs, making the basic assumption thatzagjpox” style of post-processing

will most likely cost less than the use of one, very high end +prdtessing syem. A
PVM-approach (Pallel Virtual Machine)for instance, would use ‘anaster” server to

fan out single events to a series of CRidshrunning the ame code, collecting output

back on the master nodeltérnatively, blocks of events can be handled in a series of
automatically generated batch jobs, with the naming of the output files used as a method
to “collect” the results back into sequential order.

During off-line post-processing, ravath files must be retrievddom the central mass
store via an automated multi-job generatmocess that loads required files “just in
time” for batchprocessing and returns output to requirezhtons (tape silo and/or on-
line storage). Design decisions specifically related to the data path addffthae
processing include (a) how the researcher will access required(b)ethie algorithm
and path used to pre- and post-stage fdeshe running btch job; and (c) the gbrithm
and implementation to allocate resources according to laboratory planning.

Data AccessOne primary goal in the design is that access to the files associated with
specific dataruns should be reasonably iitive to the end user. One rhed to
implement this is of aurse to use the concept of the UNik fsystem itself as a way to
catalog files. The use of meagful directory and ife naming onventions themllows
reasonable access, evenhaiit metadata, to specific file sets. Commerdi#8M and

other volume management applicationgmort thisaccess mode by implementing
virtual file systems where only @ortion of the files actually residen-line. The use of
standard HSM-style fiie migration”, whereon-line water marks and recent use
heuristics define which files are maintaingttline, provided one possiity to support

the file systenfor JLab’s expeémental data. A disadvantage of thigpaoach, however,

is that files to be retrieved must first be “migratddim tape to the lgal file system
before they can be used. In the case of feeding an off-line post-processing CPU farm, the
required locatn, for performance reasons, may vergllwbe on dedicated central
staging areas and/or local batobde disks, as opposed to tlataloging file system,”

thus necessitating at least one extra fibl@yc opeation to locate the file where it is
needed. A variant of file migration is the use of a file “stub”, or marker to the actual tape
location of the file, provided by some ile management utilities. In some



implementations, restrictions in the relocatability of stubs can popeoldem for
expanding, dyamic file systems. In addition to intuitive access to the raw data and
related output files, researchers must have the capability to store additional metadata
related to bothruns and dta reduction phases. This requirement, however, falla
databaseriented capability laove and beyond the marmagent of the virtual file
system alone.

Staging Algorithms: Probably the most itical decisionsfor the oveall design of the
off-line batch farm revolve mund how to make the inpuld, either a raw data file or
the output from an eber phase of data reduot, accessible to the batch job that
eventually uses it. The questiomvolves not only dcisions regarding syhoonization
and job priorities, bufrom a design perggtive even the anticipatedput and output
file sizes and how they may berm in either local or central staging models. dtigh
data files could in thery be diectly loadedfrom the tape silo to kal disks on
individual farm nodes, twdimitations ague for an iitial central staging area: (a)
limitations in the /O pdormance of the individual farm nodes. Although CPU
alternatives exist with the required 1/O rfmrmance, this Wl mandate higher
performance and hence higher costesysfor the farm; (b) processtbape utilization.
Ideally, GPUs $ould not be idle wite the next data file is loadg, and the use of high
cost, high performance tape drives should béindped aound effcient staging
algorithms. De-coupling the two phases by means of cdmifédring bestaccomplishes
each goal without compromising the other.

A variety of staging models can be considered. A regliraent for maller input fles

exists in both the currefitmitations in many UNIX operating systerfa files less than

2 GB as well as the possibility to use inexpensive disks local to the tadehforactual
input/output file storageConsidering that a 2 GB rawath file represents less than 3
minutes of beam operation in Hall B, such a limitatiowvolves some level of
inefficiency in terms of opening and closing fildaring the @ta acquisitiorprocess

plus dramatically increases the number of associated raw data files. Substituting either a
25 GB (~30 minutes of operation) or 50 GB (~ one hour ofaijmer) $ze for the raw

data file may be more efficiefitom a DAQ persgctive but effectively rules out truly
local disk storagérom a cost considation and incurs the performance pkies of NFS

or other networkife access. Just to complicate tfloemula are considations such as

the time to “cold start” the farm, the time to “warm start” the farm after a brief
interruption (e.g. take advantage of tliled already pre-stagg plus considextions of

the researcher’s intent for longer term on-line storage of theiasst output files. A

PVM approach can solve a largéef requirement by fanning out everftem a large

input file to the individual batcmode, but network performance must be considered as
well as the increased coding complexity the researcher. Moreover, the entire model
changes drastically if data reduction actually accomplishes a significant reduction in
output file size during early processing cycles.

Resource Allocatian All resources required during the exjpeental process are
allocated to an experimental cdil@ation according to laboratory planning, from the
hours of scheduledelam time to the staging afiput fles for allocated use of theff-
line batch farm. The bottom lirfer researchers, however, is how much Githe they



are getting to pogtrocess theata collectedduring their on-line opation. The design

of the algorithms to “feed the farm” must provide the bestallsite troughput as far

as quantity of datgrocessed, yet accomplish this within the guidelines of allocation
strategies mandated by thédaatory. In this central silo model, the design of tape drive
allocation and staging @brithms must first of all meet the requirements to insure the
uncontested use of storage mechanisms by real time operatigosnidBéis, the focus

must be on a fair share allocation of the farnoueses; tape staging serves only the
purpose of feling the correct mix of jobs. The challenge in a fully automated system is
at what point in the process to implement a fair shagerihm to achieve the overall
allocation strategies of thebaratory--if during the tape loading stage, how can we
determine in advance which filesmild be loaded to achieve the desired mix in the set
of running jobs; if during the job submission stage, how can we insure that the required
files will be available at the time tawn? And what percenttilization can wehope to
achieve with high performance, high cost tape transports? The prototyping and testing of
these various models will be essential in selecting the optimal design given the specific
CPU, 1/O, and network parameters at hand.

Current Implementation and Status
The On-Line Model

The implementation inprogress to handle thea@ flow from Jefferson Lab’s
experimentalprogram includes theekection of the Open Storage Manag€@S,
Computer Assoiates, International)HSM software integated with a StorageTek
robatics library and Redwod fkelical scan tape drives. Fast Etherpatvides the base
for the expemental netwrk, carryingall datafor the 1-2 MB/sec ata streams of Halls

A and C (SeeFigure 1, "High Speed LAN"). The use of a Fast Ethernet switched
architectureprovides enhanced performance by tpoting raw data stream§om
outside interference. A developmental ATM switch will be usedpratotype the
potential use of ATMor the farm network fabric. The higher intensita collection of
Experimental Hall B (as well as potentially some experiments in Hall A) will use the
network for control signals only, moving the rawta via duaported Fibre Channel
RAID connected to both the Experimental Hall eveailding CPU and the Computer
Center data server. The StorageTek Rmmbivdrives wereedectedfor both their high
performance (current benchmarksigate anl1.1 MB/sec. throughput) and high density
(50 GB cartridges are ailable). Due to the large volume of data anticipated, effectively
ruling out the option of performing ofite data reductin, the advantages of these high
performarme/high density optionfor Jefferson Lab outweighed the disadvantage that
the home institutions will most likely not be able to build similar emnents.
Furthermore, there was some advantage to the tape cartridge design of the StorageTek
(STK) Redwood transports which dam no takeup reel, cutting the storage space
required in half. One factor in the selection of @®&M software was the existence of a
customized extension called®SMcp developed at the Deutsches Eieken-
Synchrotron (DESY) which solved the re&dion issue with stubs as well psovided
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exactly the data flow model required: the direapy to a desigated location (either
disk-to-tape or tape-to-disk) using a stib &s a reference only. Furthermore, by use of
UNIX protections on the stub files alone, the integrity of master copies of the raw data
files, which should never be modified and rarely deleted, can be protected.

Figure 2, "High End Data Flow", illustrates the path to be taken by Hall B experimental

data. Raw data collectetliring the Fastbus/VME-basedtd acquisitiorprocess will be

channeled lirough an ATM swich to the Hall BSMP sysem (Data Acquisition

Symmetric Multi-Processing, DA-SMP). This system will use the multiple input data
Figure 1: High Speed LAN

streams to build events, locating the raw data files created on theaited Fibre
Channel RAID subsystem. The DBMP sysem will toggle between two separate
RAID patrtitions and as it fills one, will signal the Computer Center data s€B@r

SMP, a Sun

Enterprise 4000, 1 km away) via a netwarkll, to begin moving the files on that
partition to the STK silo. The DAMP will then resume data collection on the alternate
RAID patrtition. Thisalternate writing then reading of the RAID subsystem, isolates the
data trangort from the network, and &fttively enhances tharoughput of the two data
storage servers in that data does not have to pass tweggheach system as required

for a network-based transfer. Current testing of this model using a lower performance
Sun 1000, including the use of tB&Mcp dility, has resulted in transfers in the range of

9 MB/second, closing in on the performance goal of the maximatingr for the
Redwood drives, 11.1 MB/sec. Configuring high performance components of the
architecture (Redwod drives, RAID, network inteate) with a separate SBus is
expected to yield the remaining requirbdoughput. WHe initial testing hasrivolved

only one RAID subsystem divided into two partitions and one Computer Center storage
CPU, the solution can scale with the addition of multiple separate RAID units and
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storage server3.he CC-SMP wl use theOSMcp uility to move the raw data directly

to tape, leaving “stubs” in predefined directoriesrresponding to the spific
Hall/Spectrometer and experiment. The stubs, which appear to the user as regular UNIX
files, are essentially pointers to the actual file locations on tape, as stored in the OSM
database. Th®SM software arrently interhces to two Redwod tape drives retrieving
tapes from an STK 4410 rotcs library (6000 tape maximum capity, 140 robotic
exchanges per houfVith the 50 GB cartridges availabler these drives, the current
maximum capacity of the silo i800 TB. An aggreate of 30 MB/seand of data
throughput must be supported for post-processing to kaep pith the rate of new data
collection (eg. 10 MB/seceachfor: new data in; raw data outprocessed data in).
Depending on the final efficiency factors realizéeB Redwood tape transportslivibe
required to support this level of throughput.

Figure 2: High End Data Flow

Halls C and A will most likely use a netwk-based dta path, also making use of the
OSMcp capaittity. A simple, automategbrocess, parallel to the existing local Exabyte
tape copy procedure, has been liempentedfor current Hall C prodwction. The
procedure

transfers the data (via remote copie®pgosed tdNFS) from the Hall C Data cluster to

a staging area directly on the Computer Center storage server, and then subsequently



OSMcp's theifes, leaving stubs in a separate file system. A user uplibyides the
reverse capability to retrieve data filédsr post-processing on the existing Data
Reduction cluster (3 HP 9000/735stdbed in theCounting House. Exabyte and 4mm
DAT autoloaders available on this clusterrently provide an export capéity for the
experimental user.

The Off-Line Model

The Load Sharing Facility (LSF, Platm Computing) has beemrlected toprovide the
batch management software b&sethe off-line CPU farms. The iitial design vork has
begun with the concept of a simple round-robin approach, using LSF to channel jobs to
an array of "pizzdbox" CPUs (low &d, low cost, headless UNIX ggms), each with a
local disk to hold executable and output files, most likely readpgtifles from a
central tape staging area. While the useP®¥M is not ruled out entirely, a coarse
grained parallelism with each individual job (submitted, however, in batphesgssing
one completeun isattractive due to the simplified coding and testing required on the
part of the experimental user. A locally developed customized application torrasck
and associated files, to pre- and post-stage filesoordomation with OSM, and to
generate data reduction batch jobs via LSEnder design and il most likely make

use of the

Openingres (Computer Associates) relational database software.

Figure 3: Batch Farm Data Flow
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Figure 3, "Batch Farm Data Flow", illustrates the general path of data tdramdthe
data reconstruction CPU farm. Batch jobs, managed by LSF, mosliate both the
retrieval (reverse OSMcp) of ravath and other auxiliary files (calibration files, trigger
maps, executables, etc.) as well as the storage of generated outpuOEMsis
currentlylimited to a maximum file size of 2 GB. This, plus the@mamics of local disk
storage mandates a maximum raw data file size of 2 GB authenttime. Work is in
progress to simate a variety of alternatives of central and/or local file staging to
determine the optimal model considering both dataughput as @l as cost. Critical
calculations include the number of high end tape pams that Wl be required to
provide both the ecessary redundancy for on-line aesns as well asufficient
aggre@te troughput to pre- and post-stagataifor the off-line farms. The right mix
and volume of central and local RAID and/or striped disks mulsiress cost,
performance, and throughput, as well as simplicity in the algorithm to manage the farm.

Challenges Ahead

Several major challenges face the development team in the near future; the first is to
develop the customized software extensions to the file and batch management layers



provided by the ammercial applicationsDSM and LSF. A taskorce composed of
Computer Center staff, &, and User representatives is nearing the end of the
requirements phager such a siie of applications. Thdunctionality envisioned will
replace manual and even electic methods to manage the progress of an expet
through the pipline requiredfrom raw data file, trough reconstietion phases, to a

final Data Summary Tape or even WeDST, and provide Jefferson Lab's
collaborations with web-accessible, graphical tools to manage and track the entire
reconstruction process. Results of prototyping the variats staging models will be
critical to the final design of both the diglool areas and staging algorithms. The
developmental milestones include completion of both requirements and design reviews
by October, 1996, and thelease of a Beta version in eal997. The proc@ment of
required farm hardware will be camtent to the coding and irfgmentation phases of

the software development. Pradion experimentatiorfor Halls C and A, and early
calibrationruns for Expemental Hall B are expected to remain within the data handling
capabilities of the existing script-based hwats to store and retrieve sets itgd from

the central mass storage library.

Efficiency and scalability are challengés every massive ata handling operation.
Experiences from othetirsilar data collection and replay enohments suggests that
planning should dicipate overall efficiency rates of no more tha®%, building in
sufficient tape, disk, and CPU msces to avoid bottlenecks at any point in the
operation. The hardeality in today's research emsmment is that this approach costs
real mong--money that from the expementalist's perspective reduces theoant of
research that can be done. In JLabttirgg, the hundreds of thousands oflais that can

be saved by tight management of high end disk and tape devices translates into new
spectrometer equipment and additional beam time -- mefesics"! The goal,
consequently, must be to develop finely tuned, smart systems that can anticipate
scheduled requirements, manageoueses closely, recover quickly from interruptions,
and scale by wdular upgrades. Right now,all B anticipates a data rate @&D-12
MB/second. Given history, that no doubillwamp up not down. With the potential of

two or three Experimental Hallsinning similtaneous, high intensity experiments, the
initial infrastructure must dicipate an eventuatloubling or tripling of the original
design goals. Modularization of both hardware and software implementations must
allow the upgrade and/or régcement of any one cgmonent, from the adgon of
multiple storage servers and famodes, or expansion of on-line storage pools, to the
possibility of replacing magnetic-based near-line solutions with other future
technologies. The useful éfime of Jefferson Lab's raw data sets may be 10 years or
more. In today's technology, that can represent two or even thréemegation life
cycles. Today's solutions must prepare not émhytomorrow's requaments but also lay

the framework to build with future tools.

Conclusions

Designing for large ata handlingprojects in today's computational emnments
involves the coordiation of network design, tape and disk pool elowy, simudation of
processing flows, as well as the detailed consideration of end user requirements and
interfaces. The goal of Jefferson Lab's desigruppert the expémental data handling



requirements of the leratory is to employ modular hardware and software solutions
that will scale to meet anticipated future requirements. We have chosen to employ
commercial softwarefoundations extended by locally developed applications to
coordirate different corponents of the sysm. While the arrent design Wl provide the
immediate capability to handle all facets of collecting and-paostessing a new data
stream 0f10-12 MB/second, our ¢éctive must include the scalability tarsive not

only considerable expansion of the anticipated load, but significant changes in the
technological alternatives available.
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