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Abstract
A Digital virtual Disk (DVD) random access memory

(RAM) Redundant Array of Inexpensive Libraries (RAIL)
optical storage system has been developed and tested at NTT
Integrated Information & Energy Systems Laboratories.  The
RAIL storage system incorporates multiple DVD libraries
that consist of dual DVD-RAM drives.  Each DVD library
utilizes a single mechanical robot picker for media loading
and unloading.  The current capacity of the single sided and
single layered DVD optical media used in that system is 2.6
gigabytes.  To increase the reliability of stored data and at
the same time to eliminate the need for read after write veri-
fication, a process that can double the recording time, a
RAID 4 algorithm has been implemented in the control unit
of the RAIL storage system.  Data sent by the host are trans-
ferred to a control unit, that stripes data over five data groups
plus one parity unit.  The striped and parity data are sent to
individual libraries and written to DVD media.  This sys-
tem writes and retrieves storage data with a transfer rate of
approximate 6 MB/sec, using write and read control meth-
ods that minimize data striping overhead.  Other perform-
ance factors that affect the transfer rates are the striping size
and the number of drives used in the RAIL system.  Experi-
mental results indicate that stripe sizes of 32 to 64 KB are
sufficient to achieve high throughput.  In addition, the trans-
fer rates showed no further increase when the number of
drives exceeded eight.  This RAIL optical storage system
which offers data redundancy can be used for networked
multimedia applications.

1. Introduction
The proliferation of internet based systems, digital

networks, cellular phones, and ISDN have increased the
demand for multimedia network systems[1,2].  The techno-
logical progress made with optical technology and network
systems have facilitated larger volumes of data to be trans-
ferred at faster speeds.  This in turn has stimulated the ex-
pansion of electronic trading, business transactions, and the
use of digital medical images (especially for medical care
in remote areas).  Highway traffic control, local administra-
tion, and other educational systems have contributed and
benefited from this evolution but have increased network
congestion.  The implementation of digital broadcasting,
which requires highly advanced server systems to achieve
excellent performance, will further increase the use of dig-

ital images.  To satisfy these growing needs, large capacity
file systems must be developed to produce high perform-
ance server systems.

Optical disk systems can be used for quick random
access storage systems with large capacity at relatively low
cost.  With their large capacity, they are widely used in ap-
plications such as backup for data processing systems, ar-
chival for long term storage of data, and multi-media serv-
ice files to store photos and images.  The demand for these
optical systems requires an optical cataloguing system (disk
library) capable of storing and retrieving reliably large vol-
ume of data at high speed. A mass storage system [3] based
on magneto-optical disks had been previously developed
and introduced to satisfy the need of database applications.
However, due to the increasing volume of data to be proc-
essed and the demand for faster processing speed, these sys-
tems are now facing the inherent limits of optical drives.

To improve the overall performance throughput of a
disks system while providing increased reliability, RAID
has been proposed [4].  A similar concept has also been ap-
plied to an array of magnetic tapes [5] to improve speed and
storage capacity.  However, despite several recent studies
[6] on Redundant Arrays of Inexpensive Libraries, very lit-
tle has been reported.

Consequently, a Redundant Optical Storage system
that consists of a RAIL has been developed.  This optical
storage system based on DVD-RAM drives, makes multi-
ple libraries behaves like a single library (a “virtual” single
library).  This system uses high-speed transfer technology
based on data flow control to reduce recording time and
cost, and to increase the performance of optical storage sys-
tem.

The focus of this paper is to report the results ob-
tained with a RAIL system.  First, the design of this system
is described in section 2.  Then the buffering and the high-
speed transfer mechanisms are described in detail in sec-
tion 3.  Finally the performance of a RAIL system is pre-
sented in section 4.

2. System Architecture
The RAIL system is composed of 6 DVD libraries

(one is used as parity), and a controller unit as shown in
Fig. 1.  Each DVD library consists of 2 DVD drives, holds
150 pieces of recording media, and has a robot mechanism
(picker) to move the DVD media.  The recording media is
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single sided single layered and has a total capacity of 2.6
GB.  To control each individual DVD library, a command is
issued to move the DVD media tray from the shelf by the
picker and to insert it into the DVD drive.  After a read/
write process is finished, the picker removes the tray from
the drive and places it back on the shelf.   Because the pick-
ers transport the media simultaneously from the same loca-
tion of each library, the time delay to move media is kept to
a minimum.   In order to improve the overall data transfer
rate of the RAIL system data is striped over five drives.  To
provide reliability, the 6th DVD drive is used as parity drive.
Thus, through this design several libraries are combined to
form a single virtual library that can hold up a total capacity
of 1.95 TB ( 150 * 13 GB) and achieve a theoretical cumu-
lative transfer rate five times faster than the one of a single
DVD drive.

To enhance reliability, and to improve data availabil-
ity the following protocols are followed:

(1) Errors occurring during media recording
Problems may occur during both the read and write proc-
esses.  When a read error occurs, data is reconstructed
using the correction algorithm of RAID-4.  When a write
error occurs, the data is recorded into an alternate sec-
tor.  To further minimize the occurrence of errors, all
media have been certified before use.  When more than
three PIDs (Physical Identification Data) out of the four

PIDs are not accessible during recording or when more
than eight data EEC blocks have more than four errors
in their rows, data is recorded to new sectors.  The DVD
media life is guaranteed by the manufacturer to be over
10 years and has a corrected BER (bit error rate) of less
than 10-12.

(2) Faulty drives
If a drive failure occurs, a recovery process is automati-
cally started and the second DVD drive of the same li-
brary is used.  The new DVD media is then moved to
the second drive.  The failed drive is then marked as
faulty to prevent it from being used.  The faulty drive
can be repaired or replaced during maintenance.  The
failure of both drives from the same library should be
very rare; however, should it occur, data is reconstructed
using the RAID algorithm.

(3) Faulty Robot pickers
When a picker problem occurs, the corresponding DVD
library is disabled and data is reconstructed using the
RAID algorithm.  The faulty DVD library is then re-
moved for repair.  After being fixed, the DVD library is
reinstalled and the RAID recovery process is executed
to reconstruct data on the failed DVD library.

Figure 1. RAIL system architecture
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(4) Power failure
Both commercial power supplies and emergency batter-
ies are used to prevent the loss of data in the RAIL con-
troller and to improve the level of reliability of the en-
tire RAIL system.

The architectural diagram of the RAIL system that
controls multiple DVD libraries is shown in Fig 2.  The key
factor in performing parallel read and write operations man-
aged by the RAIL controller is to make the drives function
as efficiently as possible.

The RAIL system is connected to the host via a SCSI
interface and responds as if it were a single library.  When a
media transfer command is issued, all DVD media located
on the same slot of each library are transferred to their asso-
ciated drives simultaneously.   To achieve this, a command
issued by the host is passed to each individual library.  When
a media read/write command is issued, the DVD in each
library is loaded into the drive of each library.  The host
views the system as a single virtual drive and when it issues
a command the RAIL controller distributes it to each indi-
vidual drive.  During a write operation, the controller di-
vides the data according to a stripe size, creates a parity
data, and sends the data to each drive.  During a read opera-
tion, data collected from each drive is rearranged and then
forwarded to the host.  In the event of a read error, the con-
troller attempts to recreate the data using the parity data
stored in parity library. In the event of a picker failure the
parity data is used to recreate the data and avoid a potential
system shutdown.  Note only one library can be down at a

given time.  Using these techniques the RAIL system can
provide a high level of reliability.

3. RAIL Simulation
A device driver was written to help evaluate the ef-

fect the total number of DVD drives has on the RAIL sys-
tem.   The main function of the device driver is to stripe and
to redirect data between the RAIL controller and the appro-
priate drives. We have defined several read/write protocols
(or modes) that control how data flows between the host,
the RAIL controller and the DVD drives.  This is illustrated
the simplified diagram in Figure 3.  During a read/write
operation, data from the host is first sent to the main buffer
located within the RAIL controller.  Then, the RAIL con-
troller distributes the data to each of the drives according to
the sequence defined below.  Different modes have differ-
ent data flow sequences as well as data stripe sizes.  The
device driver has been designed to measure the cumulative
transfer rate when the number of drives and the size of the
stripes are changed.  The RAIL controller has a single proc-
essor that is equivalent to a 200 MHz Pentium Pro proces-
sor.

In the following paragraph we describe the different
modes available to read and write data between the DVD
drives and the host and then examined the relationship be-
tween system performance, the number of drives used, and
the striping size.  The different read and write modes and
their significance related to the throughput of the data trans-
fer are also introduced.

Figure 2. RAIL-4 system for parallel control of DVD libraries.
(a) Physical Library, (b) Virtual Library.
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3.1 Write and Read modes
To determine the optimum number of libraries in a

RAIL system, we studied the relationship between the total
number of drives used and the aggregate transfer rate.   In
the tests conducted in read and write modes, we have con-
nected a maximum of 2 DVD drives per SCSI bus.  This
system has 2 read modes and 3 write modes:

Write modes

1) Write mode 1: The following sequence of events occur in
this mode:
- Data sent to the RAIL controller is acknowledged by
sending a receipt to the host
- RAIL controller divides data for each drive
- Data is accumulated in the controller buffer
- Data is sent to the respective DVD drives
- Drives report receipt of the data to the RAIL controller
- Drives record data on the media

       When data transferred from host to the controller is
completed, the host has to issue a synchronized cache
command to the controller. Then, all the data is trans-
ferred to the drive and recorded on the media.  After the
controller receives the completion of the recording data
at the drive, the controller answers the completion of the

synchronized cache command to the host. In this mode
there is no read after write and media reliability is in-
creased by certifying each media before using it.  Any
error detected later on is corrected by relying on the ECC.

2) Write mode 2: This mode is the same as write mode 1
except that a verification is executed after the data is
recorded on the media.

3) Write mode 3 (bufferless write mode): This mode does
not use the drive buffers.  Upon receiving data at the
RAIL controller, the RAIL controller divides and sends
it to the appropriate drive.  The drive records the re-
ceived data on the media, verifies the data, and reports
the completion of the write process to the RAIL control-
ler. After that, the controller reports its receipt to the host.

Read modes

1) Read mode 1: Upon receiving a read request from the
host, the controller requests that each drive reads the
data from the media and transfers the data to the RAIL
controller. Then the controller collects the data from
drives and send them to the host. In this case data that
belong to the next consecutive sector on the media are
also read and stored in the drive buffer.  During a read
request at each drive the buffer is first searched.  When
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Figure 3. Diagram of the data flow within the RAIL system.
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data are identified to be in the buffer they are retrieved
directly from the buffer.  Otherwise the data have to be
read from the DVD media.

2) Read mode 2 (bufferless read mode): This mode does
not use the drive buffers.  Upon receiving a read request
at the RAIL controller, then the controller requests that
each drive reads the data from the media and transfers
the data to the RAIL controller. Then the controller col-
lects the data from drives and send them to the host.  In
this case, the data always have to be read from the DVD
media.

3.2 Number of drives used
Figure 4 shows the relationship between the aggre-

gate read transfer rate for different read modes, and the
number of DVD drives used.  The stripe size of each drive
is set to 64 KB.  In the tests conducted, data volumes of 128
MB were read in increments of 64 KB to measure the aver-
age transfer rates.  In a Read mode 2 (bufferless read mode),
the RAIL read rate shows no change because each drive
request is executed sequentially.  Conversely, in the normal
read mode 1, when the number of drives is less or equal to
four, the transfer rate increases almost linearly with the
number of drives.  However with more than eight drives, no
further improvement in the transfer rate was observed.
When many drives are involved, the time required to trans-
fer data between the controller and the drive SCSI bus in-
creases.  Because of the substantial gain in read transfer
rate, the RAIL system should be used in normal read mode
1.

 The relationship between the number of drives used
and the RAIL aggregate write transfer rate for various write
modes is given in Fig 5.  The conditions used to measure
the throughput were the same as those used in the read
modes.  Write mode 1, shown in solid lines, exhibits the
highest transfer rate for any number of drives. Write mode
2 does not show a high transfer rate compared to write mode
1 due to the need for the write verification process.

 For the all write modes, the larger the number of
drives used, the higher the RAIL transfer rate.  However the
transfer rate in normal write mode 1 shows only a small
increase when the number of drives exceeds eight.  In the
write mode 3 (bufferless write mode) the transfer rate in-
creases linearly even with a large number of drives.  This
can be attributed to the fact that during the bufferless write
mode, all DVD drives can be operated at the same time.
However, the transfer rate between the RAIL controller
buffer and the DVD drive buffer needs to be sufficiently
larger than the DVD drive write speed.  Under bufferless
write mode, the RAIL controller can dump the striped data
to each DVD drive simultaneously without waiting for other
DVD drives to finish writing the data onto the media.

It is important to keep the data stripe size sufficiently
smaller than the DVD drive buffer capacity in order to pre-
vent excess overflow of striped data at each DVD drive.
However the transfer rate in write without buffer is always
lower than the transfer rate in normal write modes.  We note
that the normal write mode 1 and the normal read mode 1
are completed with a single pass and the transfer rates in
these 2 cases are very similar.

Figure 4. Relationship between the number of drives and
the RAIL read transfer rate.

Figure 5. Relationship between the number of drives and
the RAIL write transfer rate.
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3.3 Stripe size
We studied the effect of the stripe size by using a

configuration similar in 3.2 but connecting four drives to
the RAIL controller.  The relationship between the stripe
size and the RAIL transfer rate for different read modes is
illustrated in Fig 6.  To measure the transfer rates, 128 MB
of data were read from each drive using the same stripe
size.    When the stripe is larger than 64 KB, The data size
transferred to each drive is divided into units of 64 KB.
This 64 KB unit is inherent to the test software loaded on
the RAIL controller.

In the normal read mode 1, the RAIL transfer rate is
constant and appears to be independent of the stripe size.
In the read mode 2 (bufferless read mode), the RAIL trans-
fer rate is almost the same for stripe sizes greater than 16
KB but drops significantly for stripe sizes smaller than 10
KB.   Typically, with optical technology, the Error Correc-
tion Code (ECC) and the data sectors have the same size,
which is usually 512 Bytes, 1024 Bytes, or 2048 Bytes.
However, in a DVD-RAM disk, the sector size is 2048 Bytes,
and the error correction blocks are placed in block of 16
sectors.  This implies that when small amount of data is
requested (e.g., 8 KB), at least 32 KB has to be read.  This
in turns reduces the transfer rates for small volumes of data.

The relationship between RAIL transfer rate and the
stripe size for varying write modes is shown in Fig 7. The
same configuration used in read modes was applied to the
write modes.   Data transferred to each drive is divided in
units of 64 KB.   The RAIL transfer rate in a write mode 3
(bufferless write mode) peaks for stripe size of 64 KB but

declines for larger stripe sizes.   This resulted from the low-
ered efficiency of the parallel data transfer, which was caused
by the sequential multi-accessing of each drive.  In normal
write mode 1 as well as in normal write mode 2, the RAIL
transfer rate reaches its saturation level around 32 KB. For
the write mode, the transfer rate remained the same even
when the stripe size was larger.  Therefore, we suggest that
units of 32 KB to 64 KB are sufficiently large for both modes.
Moreover, this stripe size range is better suited for small
data size than using excessively large stripe size.

4. System evaluation
A RAIL system has been developed based on the

results presented in section 3.  This RAIL system incorpo-
rates a RAIL controller connected to 6 DVD libraries.  One
of these libraries is used exclusively as a parity library.  Each
library is connected to the RAIL controller with separate
SCSI cable (8-bit).  A host is connected to the RAIL con-
troller with a wide SCSI cable (16-bit).  The RAIL system
has similar hardware implemented in section 3.  However,
its software was redesigned to implement RAID-4 using a
parity library.  Upon receiving a read/write command from
the host, DVD media located at the same slot number of
each library were transported simultaneously to the drives.
In this RAIL system, data were striped over 5 drives in 64-
Kbyte units to achieve good performance on the read/write
transfer rate.

The RAIL system has been evaluated with respect
to three write modes and a single read mode summarized in
table 1.  Here, write mode 3 does not use the RAIL and

Figure 6. Relationship between tne stripe size and the RAIL
read transfer rate.

Figure 7. Relationship between the stripe size and the RAIL
write transfer rate.
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drive buffers.  Read mode 2 (bufferless read mode) is de-
leted because it shows a low read performance of the trans-
fer rate.

The relationships between the block size and the
transfer rate using the write mode 1, 2 and 3 are given in
Figs. 8, 9 and 10.  In Fig. 8, the transfer rate increases with
the size of the blocks until 64 KB is reached and this for
both read and write modes.

With write mode 2 in Fig. 9, data verification is ap-
plied to the drives resulting in a decrease in the transfer rate
equal to almost half the write transfer of the read mode 1.
In write mode 3 in Fig. 10, the buffers of the RAIL control-

ler and disks were not used but read after write operation
was executed.  This resulted in extremely low write through-
put for all block sizes.  Therefore this write mode will not
be used in general.

In this situation, data from the faulty disk are recov-
ered using the data from the parity disk.  As expected the
transfer rate decreased but not substantially (See Fig 11).

5. Conclusion
A high reliable and low cost RAIL system consist-

ing of 6 DVD libraries connected to a single controller has
been developed at the NTT Integrated Information & En-

Figure 8. Relationship between the data block size and the
transfer rate using write mode 1 and  read mode 1.

Table 1. The buffer conditions and RAIL transfer rate of write
and read modes.

Figure 9. Relationship between the data block size and the
transfer rate using write mode 2 and  read mode 1.
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ergy systems laboratories.  In this system, one of the DVD
libraries is used as parity to provide redundancy and disas-
ter recovery.  DVD media holds 2.6 GB each, for a total
RAIL capacity of 1.95 TB.  The RAIL system has been
found to have optimum performance when the stripe size is
between 32 KB to 64 KB.  The speed of the RAIL system
developed is remarkably high (6 MB/sec) as compared to
conventional system using a single optical drive. In addi-
tion the RAIL transfer rates show no further increase when
the number of DVD drives exceeded eight.  This system
can be used in applications such as backup of database that
requires large volumes of data to be stored.
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