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Abstract

Shared storage has become commonplace with recent trends in storage technolo-
gies, such as storage consolidation and virtualization, etc. Meanwhile, storage QoS,
which guarantees different storage service requirements from various applications to-
ward shared storage, is gaining in importance. This paper proposes a new scheme
which combines a feedback-controlled leaky bucket with a fair queuing algorithm
in order to deliver guaranteed storage service for applications competing for shared
storage. It not only assures an agreed-upon response time for each application, but
also maximizes the aggregate 1/O throughput by proportionating unused bandwidth
to other active applications. Simulation results under various types of competing 1/0
workloads validate the features of the proposed scheme.

1 Introduction

The explosive growth of on-line datain many applications, such as multimedia, e-business,
ERRP, etc., poses scalability and manageability problemswith storage. The advent of storage
consolidation through SAN and storage cluster has overcome the limitation of scalability
in traditional directed-attached storage environments. Moreover, the introduction of a new
abstraction layer between physical disks and storage management applications called stor-
age virtualization reduces complexity in storage manageability dramatically. With these
trends in storage technologies, a shared storage model is now accepted in many areas, such
as storage service providers, departmental storage environmentsin an enterprise, etc.

In a shared storage environment, it is commonplace for different users or applications
to share a physical disk resource. Moreover, each application assumes that the storage is
owned by itself, implying that it demands to have a guaranteed storage service called stor-
age QoS at all times no matter how many applications share the storage. The storage QoS
can be specified in many aspects which include 1/0 performance, reliability/availability,
capacity, cost, etc. The issue of delivering guaranteed I/O performance has been given a
higher priority than the others[6, 7, 12]. In addition, Shenoy and Vin in [7] described how
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partitioning storage bandwidth can satisfy the different I/O performance requirementsfrom
mixed types of applications.

Few disk scheduling algorithms exist with QoS in mind [6, 7]. YFQ [6] is an approxi-
mated version of Generalized Processor Sharing (GPS) [2] that allows each application to
reserve a fixed proportion of disk bandwidth. However, when the 1/0O workload from an
application becomes heavier, it cannot bound the maximum response time. Cello frame-
work [7] schedules I/O requests from heterogeneous types of clients including real-time
and best-effort applications. The drawback of the Cello framework is that it assumes the
existence of an accurate device model.

This paper proposes a new scheme which combines a feedback-controlled leaky bucket
with afair queuing algorithmin order to deliver guaranteed storage service for applications
competing for shared storage. It not only assures an agreed-upon response time for each
application, but also maximizesthe aggregate 1/0 throughput by proportionating the unused
bandwidth to other active applications. The feedback-controlled leaky bucket at the front-
end dynamically regulates 1/0O rates from each application. The fair queuing agorithm
at the back-end partitions a disk bandwidth among multiple I/O workloads from different
applications in a proportional manner. As a result, the proposed algorithm is expected to
assure ademanded response time as well as to maximize storage utilization. The remainder
of this paper is organized as follows. Section 2 describes basic assumptions and definitions
for the proposed scheme. Section 3 gives a detailed description on the proposed scheme.
Performance evaluationsviasimulation are givenin Section 4. Finally, this paper concludes
with Section 5.

2 Preliminaries

Assumptions and Definitions.  We begin by providing a set of assumptions and defi-
nitions to be used throughout this paper for clear descriptions. First, we assume that the
characteristics of an I/0 workload featured by an average |OPS and an average request size
are known. Second, 1/0 requests access the underlying storage randomly. We denote the
underlying shared storage with S. Next, it is shared by a set of 1/0 workloads denoted
with WS = {W;, Ws, ..., W,}. An1/O workload W; demands I/O performance level of
{iops;, size;, rt;} for the shared storage S, where size; is an average request size, iops;
isan 1/O arrival rate per second (briefly 10PS), and 7t; is a demanded response time with
iops;. Given /O requests of size size;, the response time of any 1/O request is required
not to exceed rt;, unless the current arrival 1/O rate from W; is faster than iops;. Given
the maximum IOPS of the storage denoted with IOPS,,,.., we assume that it can pro-
vide 0.75xIOPS,,.. in asustained manner. Denote with IO P S,; the sustained maximum
|OPS.

Simple Admission Control:  Next, we describe how to systematically map demanded I/o0
performance from an 1/0 workload® and the underlying storage, called admission control.
Given WS = {Wy, Wy, ..., W,,} where W; requires performance of {iops;, size;, rt;}, the

IHereafter, we interchangeably use an application and an 1/O workload.
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following procedure decides if or not underlying storage can guarantee the required dif-
ferent types of performance from WS. Figure 1 depicts this procedure graphically. In
Section 4, we will show how to seek those JOP ST and RT" values for two sets of 1/0
workloads based on this procedure.

Mixed 1/O workloads RT

-—
W,
W, Shared | p7T  bege
RTT
e Storage :> i +20%
W, RTE

I0PST

Figure 1: Measuring deliverable target response time (R7'7) for a given target 10PS
(IOPST) with aset of 1/0 workloads W S

e generate mixed I/O requests whose size is size; with aprobability of iops;/IOPST,
where IOPST = 37, iops;,

e find aresponse time RT“ which is the 95th percentile of all response times whose
corresponding IOPS fallsinto IOPS7,

e compute a target response time with a 20% margin as follows: RT? = 120% of
RTF, and

o if rt; < RT™ for dl i, then it can be said that the underlying storage can guarantee
the performance requirements demanded from W' S.

3 TheProposed Algorithm

3.1 Feedback-Controlled Leaky Bucket (FCLB)

The proposed algorithm consists of a feedback-controlled leaky bucket and YFQ disk
scheduling algorithm, as shown in Figure 2. The YFQ disk scheduling algorithm pro-
portionately partitions a disk bandwidth according to the assigned weight (¢) among mul-
tiple I/0O workloads, and then the feedback-controlled leaky bucket dynamically regulates
requests within each partition by controlling the token replenish rate (p;). The feedback-
control moduleis composed of amonitor and controller. It controlsthe token replenish rate
(p;) parameter of the leaky bucket adaptively according to the current responsetime (RT;).
The controller increases p; when RT; goes below its demanded response time (rt;). Con-
versely, the controller decreases p; to its demanded |OPS (iops;) maximumly. In addition,
when one I/O workload is inactive, the other can utilize the surplus left by the currently
inactive |/O workload.

Monitor:  Themonitor component isresponsiblefor collecting the current response time
(RT;) of each workload (1V;) at the end of each monitoring period, and feeding theseresults
to the controller.
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Figure 2: Architecture of the proposed algorithm

Controller:  The controller compares the current response time RT; (k) for the time win-
dow ((k — 1)1, kI) with the demanded responsetime (r¢;), and computes the replenish rate
p;(k) to be used during the next monitoring period (k1, (k + 1)I).

1. For each workload i (0<: <n) in the system, compute its error
Ei(k) = rti— RT(K),0<i<n (1)

where rt; is caled the reference in control theory. More negative values of E;(k)
represent larger response time violations.

2. Compute the replenish rate according to the integral control function (K isa config-
urable parameter of the controller):

pi(k) = pi(k—1)+ KE;(k) )
3. Adjust thereplenish rate p;(k — 1) in the previous control period to p; (k).

3.2 Feedback control loop in FCLB

Parameter K must to be tuned to prevent the replenish rate and measured response time
from oscillating excessively and for fast convergence of the output to the reference. This
can be done systematically with standard control theory techniques.

System Modeling:  In general cases, all systems are non-linear. However, there are
equilibrium points where systems behave in alinear fashion. Accordingly, non-linear sys-
tems can be linearized at the points previously described in Section 2. We approximate the
controlled system with the linear model, as shown in Equation 3. The controlled system
includesthe shared storage, leaky bucket, monitor and controller. The output is RT;(k + 1)
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and the input to the controlled system is the replenish rate p;(k) in the monitoring period
(K1, (k+1)I).

RTi(k +1) = RTi(k) = G x (pi(k) = pi(k — 1)) 3)

The process gain, G, is the derivative of the output RT;(k + 1) with respect to the input
pi(k). G represents the sensitivity of the response time with regard to the change in the
replenish rate.

z-Transform:  Next, we transform the controlled system model to the z-domain, which
is amenable to control analysis. The controlled system model in Equations 2 and 3 is
equivalent to Equations 4 and 5. Figure 3 describes the flow of signalsin the control |oop.

z

plz) = ——KE(2) @
1
RTi(2) = —Gpi(2) ©)
@D ™ *Qfﬂ) cE pe H@) > RT(2)
I (Zf—l)K %G

Figure 3: z-Transform of the control loop

Transfer Function:  The whole feedback control system is modeled in the following
transfer function:

C(z)H(z)

) = e ©
B KG
- z—-(1-KG)

Given the dynamic model of the closed loop system, we tune the control parameter K ana-
Iytically using linear control theory, which states that the performance of a system depends
on the poles of its closed loop transfer function. The closed loop transfer function has a
single pole:

p = 1-KG @)
and the sufficient and necessary condition for system stability is:

2
Ip| <1 <:>0<K<5 (8)
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4 Performance Evaluations

This section provides the behavior and performance of the proposed agorithm which is
obtained from simulations. First, we describe simulation environments, 1/0O characteris-
tics of two competing 1/0 workloads and performance requirements each of 1/0 workloads
requires. Second, we will measure the 1/O characteristics of the shared storage used in
the experiments and investigate the range where shared storage can provide service in a
stable manner. Third, given a set of competing I/0O workloads and their performance re-
quirements, we will perform an admission control to decide whether or not the underlying
shared storage can assure the requirement. Fourth, we will determine experimentally two
parameters G and K for the feedback control in order to stabilize the system. Finally,
under a variety of conditions of the two 1/0O workloads, we will analyze the behavior and
performance of the proposed algorithm.

4.1 Simulation Environments

We implemented the proposed al gorithm within the DiskSim simulator[14]. Tablel shows
the generic throttling parameters which are used for the experiments. In this table, p;
represents a rate of replenishing tokens. It is the same as the demanded maximum IOPS
for W;. o; means an amount of tokens that can be accumulated during an idle period. It
corresponds to the size of a bucket in a leaky bucket model. Actuadly, tokens (I0PS) of
% are replenished every L second. In our experiments, we will employ atime interval of
1 msec to replenish tokens to eventually alow 1/0 requests to pass through a throttling
module and 1000 msec to control the replenish rate. We also set Y FQ weight to ¢1:¢,=2:1.
Two competing 1/0 workloads based on a closed model are synthetically generated, as
shown in Table2. The sizes of the I1/O requests are distributed normally with a mean of 8
blocks. The performance of read and write is the same in arandom I/O pattern, so that we
will perform experiments with only read requests. We use a single IBM DNES309170W
SCSI disk which serves arriving 1/0 requests in a FIFO manner.

Table 1: Throttling parameters for each experiment

Paramele [ W, [ 115
pi (*5%) =

Bucket Size (0;) || 8 4

4.2 1/0O characteristics of the shared storage

In this subsection we investigate the I/O characteristics of shared storage to decide a set
of the replenish rate (p;) where shared storage can provide service stably. The stable area
is spread over 75 IOPS, as shown in Figured4. The growth of response times is gradual
according to the increase of IOPS in this area. We respectively assign 40 and 20 10PS to
each 1/0O workload.
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Table 2: Two competing 1/0 workloads

| Parameter || W | W, |
size; 4KB 4KB
10pS; 40 20
rt; 35 msec | 38 msec
access pattern | Random | Random

120
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T 40

20

I0PS

Figure 4: 1/O characteristics of the shared storage with Random Read 4KB

4.3 Admission Control

After acquiring all the information about performance regquirements from I/O workloads
and underlying storage, we will try to map each 1/O workload described in Table2 to the
underlying storage. Recall the mapping methodology proposed in Section 2.

I/O requests of 4KB are issued increasingly to the corresponding reservation queue for
—obs: . \We obtain IOPS versus RT chart as shown in Figure5. By analyzing Figure5 with
several steps given in Section 2, we can obtain the following parameter in Table3. Based
on IOPST and RT™ of each I/O workload in Table3, it can be said that the demanded level
of performance by given 1/0O workloads in Table2 can be deliverable with the underlying

storage. RT* isinternally used for the feedback control as areference value.
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Figure 5: Measuring deliverable target response time (RT") for a given target 10PS
(TOPST) with two 1/0 workloads
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Table 3. Given I/O workloads and deliverable response time by underlying storage

| Parameter || JOPST | RT* | RTT |
W, 40 29.08 msec | 34 msec
Wy 20 31.38 msec | 37 msec
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Figure 6: Performance Experiment 1. - one I/O workload isinactive and the other is active

4.4 Control ParametersG, K

Here, we determine the parameters G and K. First, we approximate GG by running a set
of shared storage profiling experiments, as shown in Section 4.2. We estimate that G=0.3
for the synthetic workload. Since the closed loop transfer function as shown in Equation
7 hasasinglepolep = 1 — K@, we can set p to the desired value by choosing the right
value of K. In our experiments, we set p = +0.9 by choosing K = % = 0.33. Inthe
case of shared storage having a non-linear property whose /O request service timeis not
proportional to its data size, we determine that the location of the poleisacloseto +1 in

order to stabilize the system.

45 Performance Results

Under a variety of conditions of the two I/O workloads, we analyze the behavior of the
proposed algorithm and its resulting 1/0O performance.

Casel- Onelnactivel/O workload :  In this experiment, one I/O workload is inactive
and the other is active. Figure6(a)-(b) show time-plots of response time and throughput for
two 1/0 workloads when 20 and 40 10PS |/O workload are inactive respectively. As the
graphs show, active I/0O workload fully utilizes the shared storage by 72 10PS on average.
The response timetime-pl ot showsthat active I/0O workload receivesits demanded response
time with a 5% violation. The degree of a response time violation seen by Figure6(b) is
higher than Figure6(a). Thisis because the reference of 20 1OPS workload which is used
to compute the error islarger than 40 10OPS.
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Figure 7: Performance Experiment 2. - one 1/0O workload begins after 30 seconds and the
other issues I/O requests continuously

Case 2 - One Step 1/0 workload :  In this experiment, one I/O workload begins af-
ter 30 seconds and the other issues I/O requests continuously. Figure7(a)-(b) shows the
measured response time and throughput for 20 and 40 IOPS when 20 and 40 IOPS 1/0
workload begins after 30 seconds, respectively. In Figure7, we observe that two competing
I/0O workloads have its demanded response time in most cases except for 30 seconds where
one 1/0 workload issues I/0 requests and achieves its demanded IOPS in all cases. Before
30 seconds Y FQ allocates afull disk bandwidth for continuously issuing the I/O workload.
When one I/0 workload comes on after 30 seconds, Y FQ proportionately partitions a disk
bandwidth according to the assigned weight among /O workloads. As a result, the 1/0
workload allotted a full disk bandwidth has a high response time because it takes time for
itsreservation queue to drain sufficiently so that the corresponding response time target can
be met. In this case, the response time violation is below 3 percent.

Case 3 - One Pulse I/0O workload :  In this experiment, one I/O workload repeats on
for 5 seconds and off for 5 seconds and the other issues I/O requests continuously. As the
graphs show, we can observe that two competing I/O workloads have its demanded 10PS
in al cases. However, there is a spike in the response time whenever a burst of requests
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Figure 8: Performance Experiment 3. - one 1/O workload repeats on for 5 seconds and off
for 5 seconds and the other issues 1/0 requests continuously

begins. The spike subsides quickly as soon as possible - within atwo or three time window.
Thistendency is dueto afeature of YFQ explained in our previous experiment. The degree
of aresponse time violation seen by Figure8(b) is higher than Figure8(a). Also, thisis due
to the same reason described in our first experiment. The response time violation is 12/6%,
3/19%, as shown in Figure(a)-(b).

Case 4 - Two Active I/0O workload :  In Figure9, two Active I/O workloads have its
demanded |OPS and response time in most cases. In this case, the response time violation
is below 3% and two 1/0 workloads occur at approximately the same rate as Y FQ weight,
that is2:1.

Comparisonswith Cello Framework [7]:  The Cello framework heavily depends on the
accuracy of the underlying storage device model, whereas the proposed scheme operates
based on the measured performance of the underlying storage device. Thus, the proposed
scheme can be more portable and applicable. In addition, the Cello framework proportion-
ates unused storage performance by selecting pending 1/0 requests from the active appli-
cations in an ad-hoc order. However, the proposed scheme distributes the unused storage
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Figure 9: Performance Experiment 4. - Two Active I/O workload

performance by adaptively configuring the replenishing rate of tokens at the leaky bucket
of each application based on the concrete theory given in Equations 1-8.

5 Conclusion and Future Work

We proposed a new scheme that combines a feedback-controlled leaky bucket with a fair
gueuing algorithm in order to provide guaranteed storage service for different applications
competing for shared storage. The proposed scheme not only assures an agreed-upon re-
sponse time for each application, but also maximizes the aggregate 1/0 throughput by dis-
tributing the unused bandwidth to other active applications proportionally. We evaluated
the performance of the proposed scheme under various types of competing I/0O workloads.
First, when an I/O workload becomesidle, we observed that the other workload could fully
utilize the surplus bandwidth unused and only 5% of all completed I/O requests missed the
agreed-upon response time. Second, when an 1/0 workload is backlogged again while the
other 1/0O workload is using the entire bandwidth, we observed that competing 1/0O work-
loads had their demanded response time in most cases except for 30 seconds where an
I/0O workload issues 1/0 requests and achieved its demanded bandwidth in al cases. In
this case, the response time violation is below 3 percent. Third, when an 1/O workload is
backlogged for a short period like a pulse while the other 1/0O workload is using the entire
bandwidth, a spike occursin the response time whenever a burst of requests begins. In this
case, the proposed scheme revealed a lower performance than others. Finally, when both
I/0O workloads are active, both I/O workloads can approximately share the bandwidth at a
rate of 2:1 and below 3% of all completed I/O requests missed the agreed-upon response
time. In summary, the simulation results with various types of competing 1/0 workloads
showed that the proposed algorithm provided a satisfactory level of response times; that
is, 6% violation on average for the demanded response times. In future work, we plan to
support workloads with multiple performance requirements that change over time.
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