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Motivation
Duplicate data is ubiquitous and generated …
• intentionally 
• unconsciously
• systematically

Disk is cheap but not storage
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Goals
Reduce duplicate data and achieve better 
storage efficiency
Support online storage system
Minimize impact on system performance
Keep transparent to users
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Storage Tank Overview
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What’s the difference from …
Venti
• Archival storage

Performance is less of a concern
Data is immutable

• Blocks are addressed by the hashes of their contents
• Write-once policy

LBFS
• Reducing network transmission is more important
• Variable-sized content-based chunk partition 

Microsoft Single Instance Store
• The file-level duplication is known as a priori

Delta compression
On-line compression
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DDE Design Highlights
Duplicate data elimination (DDE)

Address-by-block
• After-effect effort

ABCD
Block 

Allocation
Procedure

Block 422

Block 127

Block 390

DDE Block 422

Data

Time
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DDE Design Highlights
Duplicate data elimination (DDE)

Address-by-block
• After-effect effort

Best effort
• Only operate as a background process

Block-level content hashing (160 bit Sha-1)
Copy-on-write (COW)
• Guarantee consistency between data and data hash

Lazy update
• Lazy lock revocation
• Lazy free block reclamation
• Minimize system performance overhead



9

How DDE works?

Request 
metadata

Response metadata:  
grant lock + read-

only extents

Write data 
blocks: hash + 
copy-on-write

Release lock, 
return dirty 

metadata + hash Log DDE-
related info

Process logs, update file block 
allocation maps to coalesce 

duplicate data blocks without 
checking or revoking locks, 
and reclaim unused blocks
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Correctness of DDE
After client modifies 
file A and returns the 
dirty metadata

Client writes the new content 
of file A to a new location

Block 150

Before duplicate 
data coalescing

After duplicate 
data coalescing

Postpone free 
space reclamation 

Server 
view file A file B

Client 
view

file A file B

A rose is a rose …

file A file B file A file B

file A file BNo lock 
revoking

file A file B

Rose is not green …

Client has X-lock on file 
A and SR-lock on file B

Client holds stale metadata 
for file B but it will not read 
wrong data

A rose is a rose … A rose is a rose …A rose is a rose … A rose is a rose …A rose is a rose …

The content is 
consistent to its 
fingerprint

Block 100

Block 170

Block 150Block 100 Block 150 Block 100
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Storing and Retrieving Block Metadata
A block has two attributes – block metadata
• Reference count  – >= 1, 0, -1 
• Fingerprint – valid only if reference count  >= 1

reference 
count

block 
fingerprint

0
1
2

98

31F93A7C … 21 3F2

9700000000 … 00

3F297E32 … D1

3F291F22 … 5A

91…

...
...

...

3

0

15

...
...

-1
Secondary index to fingerprint 
table
Implemented as a hash table using a 
portion of the fingerprint as its key. 
Organized to facilitate random
fingerprint lookups

LBN

Fingerprint table
One entry per block. Organized 
to facilitate comparisons under 
sequential block accesses
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Logging Recent Activities on Server

file ID

New fingerprint log
Log recent write activities 
by clients

block offset 
within the file

LBN
block 
fingerprint

5

5

13

13

117

125

24 3 119

H117

H119

H125

LBN
18

34

117

Dereference log (semi-
free list)
Log the addresses of blocks 
recently being deleted or 
freed due to COW 
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Detecting and Coalescing Duplicate Data
Add the fingerprint HA of block A to the 
fingerprint table. Block A belongs to file F.
• Check the existence of HA in the fingerprint table

• Check the validity of the primary block B (HB = HA) 
in the fingerprint table

• Check whether block A is still referenced by file F

• Make file F refer to block B instead of A;                 
set refA = -1; refB ++

NO lock checking and revocation
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Optimization – Log Preprocessing
Periodically checkpoint the logs – log epoch

TimeCurrent t0 t1 t2

Stable log epoch

file ID

block offset 
within the file

LBN
block 
fingerprint

3

5

2

0

104

202
7 0 200

H1
H2

3
3

3
2

202

111
110

H3
H4
H5

104

0

LBN

200
63

63

110

201

111

200

202

1
1

-1

140 140

L
B
N

2 3 → 2

-1

-1

-1 1 → -1

New fingerprint log Dereference log Reference count
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Reclaim Free Space
Scan the reference count table in the background

Collect blocks with reference counts –1; set 
their reference counts to be 0
At some particular time (e.g. midnight) revoke 
all data locks and free those blocks
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Case Studies – Data Sets
Name Description Size (GB) Number of files

SNJGSA File server used by a 
development team

57 661,729

BVRGSA
_BUILD

File server used by the 
development team for code build

344 2,393,795

BVRGSA
_TEST

File server used by the 
development team for testing

215 115,141

GENOME Human being genome data 348 889,884

LTC_MIR
ROR

Local mirror of installation CDs 
for different Linux versions

261 241,724

WORKST
ATIONS

Aggregation of ten personal 
workstations

123 879,657
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Overall Results
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Detailed Study in SNJGSA

Percentage of storage required after 
DDE under different block sizes

Percentage of unique blocks in a 
simulated growing file system

The additional space saving potential of smaller 
blocks is modest – 5%
DDE can continuously improve storage 
efficiency as a data set grows
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Future Work
Implementation
• Performance measurement

Data duplication characterization
Duplicate data coalescing policies
Alleviate extra allocation cost due to COW
• Private pool of disk space managed by clients
• Pre-allocation policy on server

Client hash cache – a history of write activities
• No actual I/O when cache hits

Data migration
Data integrity check
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Conclusions
Duplicate Data Elimination (DDE)
• Target – online file system
• Enabling techniques

Block-level content-based hashing
Copy-on-write
Lazy lock revocation
Lazy free space reclamation

20-79% of storage savings in some 
environments
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Questions
Storage Tank – IBM Almaden Research Center

http://www.almaden.ibm.com/StorageSystems/
file_systems/storage_tank/index.shtml

Storage Systems Research Center (SSRC), 
University of California, Santa Cruz

http://ssrc.cse.ucsc.edu/

Contact author: Bo Hong
http://www.cse.ucsc.edu/~hongbo

Thank you! 

http://ssrc.cse.ucsc.edu/
http://www.cse.ucsc.edu/~hongbo
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Backup Slides
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Key Storage Tank Features
Separated metadata and data management
• Servers are not in the data path

Disks provide simple block storage
File sets, storage pools, and arenas
• A file set is a sub-tree of the global namespace
• A storage pool is a collection of one or more volumes
• An arena provides the mapping between a file set and a 

storage pool

Data lock granularity is per file
• Exclusive (X), Shared-Read (SR), and Shared-Write (SW)

Copy-on-write and read-only extents support Snapshot
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Merging to Fingerprint Table
For each entry in the compacted 
new fingerprint log in epoch (t0, t1)

Found a partial hash match 
in the secondary index?

Found a full match in 
the fingerprint table?

N Insert it into the fingerprint 
table and update the 
secondary index

N

Y

Ref. count of the 
primary block >= 1?

Y
Insert it into the fingerprint table 
and update the secondary 
index. Delete the false index in 
the secondary index

N

Match the physical location 
of the corresponding logical 

block offset in the file?

Y
If match, without revoking file locks, 
update the file data descriptor by 
referencing the primary block in the 
fingerprint table; increase the 
corresponding block reference count; 
and set the reference count of the 
dereferenced block to be -1

Discard the 
merging 
operationN

Y

The hash value in the table 
matches the partial bits?

N

Y
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