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Objectives

• Investigate the effect of latency on 
iSCSI performance

• Identify bottlenecks and the tunable 
parameters to eliminate them

• Adjust tunable parameters to improve 
performance



Tunable Parameters

• iSCSI level
– Command request size
– Command window credit amount
– Sending solicited vs. unsolicited data (for writes)
– Number of simultaneous iSCSI connections per 

session
• TCP level

– Transmit and receive window sizes
• Network / Data Link level

– Path MTU
– Transmit and receive buffer sizes



Solicited vs. Unsolicited Writes
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Write Scenarios Considered

• Most Solicited
– FirstBurstLength = 0

• Most Unsolicited
– FirstBurstLength >= max write-request size



Experimental Setup
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TCP Throughput with Default 
Window (64 Kbytes)
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TCP Throughput with Large 
Window (10 MBytes)
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In the remainder of this study, we use this TCP window size



iSCSI Throughput: 
Most Solicited Writes
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iSCSI Throughput: 
Most Unsolicited Writes
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iSCSI Throughput: 
Reads
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iSCSI Throughput: 
Gigabit Ethernet LAN
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Conclusions

• Default TCP window size is inadequate 
for good WAN or MAN performance.

• Product of the iSCSI command window 
and request size has a significant 
impact on throughput

• Most solicited writes result in a major 
performance penalty

• With adequate tuning, iSCSI over TCP 
is capable of achieving good throughput 
in all kinds of networks
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