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Abstract Recent advances in storage technology have brought

about the Object-based Storage Device (OSD) prbtoco

Quality of Service (QoS) is crucial for certain [1l[2]. The Storage Networking Industry Association
applications such as multimedia. As the Object-iase (SNIA) OSD Standard [1] and the Lustre Project [3]
Storage Device (OSD) protocol emerges as the nextrépresent two OSD-centric efforts. The first da_reim the
generation storage technology, QoS provisioning for development of a standard OSD protocol that is glttte
OSD-based systems has also received a great deal oPCS! standard and implies interoperability with any
attention. In this paper, we propose a QOS framé&vior standard SCSI disk drive that implements the OSI3ISC
OSD-based storage system that integrates both thecommand extensions. On the other hand, Lustre, is
network QoS and storage QoS. We examine the existin focused on the development of a file system that
OSD specification and analyze the QoS requiremfemts ~ communicates with object devices rather than it
applications on OSD clients. Based on the QoS block devices over an OSD-like protocol. This is an
requirements analysis, we propose a three-level QoSimportant aspect of the evolution of OSD as a mroitas
specification. We further elaborate on extensiomghie ~ Lustre represents an “application” that can fullijize an
existing OSD and iSCSI protocol to support our QoS OSD hence making it a good platform for testing and
specification. These extensions are then incorgaratith ~ Validating OSD concepts such as QoS.

the current OSD reference implementation. Finaliyg Compared to traditionablock-leveldata access, OSD
discuss both the implementation structure and ssue ©ffloads storage management functions (such asespac
encountered as part of this study. allocation) from a traditional file system to théject

device, and consequently offekjectlevel data access to
its clients. As a result, the OSD protocol imposesv
challenges and opportunities for QoS provisioniogts$
clients.

With the ubiquity of TCP/IP networks and the In most of the previous QoS studies it was assumed
increased popularity of network applications, Quabf that the server had dedicatedstorage system with a

Service (QoS) has been extensively studied. QoS s : .
crucial for real-time applications running on awetk, direct 1/0 connection. In this study, we assume G&D

such as streaming video and voice over IP, whichaatel device issharedby a number of clients connected through

certain guarantees of network bandwidth and delay Eitrﬁc:arrkmgar?erqc:thggl duﬁlci);ceﬁtggrfedr ;Ziiaélfesrg]rﬁ%?s
variance. Generally speaking, QoS is an end-toissue, ' y

ie. from application to application [8]. The QoS requireme_ntsfor their object access, but each server
enforcement involves transport, network and endesys and/or object access may also have gliiferent network
There has been plethora of QoS research in the IPCP/ a(t:)pess dchgractensucsl_:or exarr;]ple, eag::f server and/or
network transmission domain [9-14], as well as disk Oh JeCt. e?n_ce cc(;anectmn ma_;I/ blave a d ekrezt qbgmn h
scheduling in end-systems [15-25] to satisfy défeérQoS t us implying di erent avaliable networ an widt
requirements in storage data transfers. Howevesethwo variable delay characteristics, ... etc. Timelligence

embedded on object devices can be used to assess th
aspects of QoS (network QoS and storage QoS) tep of . . . )
stupdied se%arat(ely [8]. QFor examplg ?he) storageQOS (and other) requirements of its data objects)itor

scheduling schemes rarely consider the effect wiar&’s the current condmon. aT‘d capacity .Of storagg _dfsuand .
condition. to measure the existing networking conditions am it

interface to its clients. The focus of our studyoiexplore
" This work is supported by StorageTek, Veritas, &g, and Sun the integration of both thetorageQoS and network QoS

Microsystems through their memberships in the Usite of for _QOS provisioning and guarantees in this new
Minnesota Digital Technology Center Intelligent i@ipe Consortium environment.
(DISC).

1. Introduction
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In this paper, we propose a QoS framework for this

2.2. QoS Requirementsfor OSD

OSD-based storage system. We first analyze the QoS

requirements in an OSD-based storage system. Based
the analysis of these QoS requirements, we present
three-level QoS specification. We then proposersioas

to the existing OSD and iSCSI protocol to addrédss t
QoS specification requirements. After addressirgQoS
specification, we investigate integrating the QoS
framework within an OSD. We discuss the framework
components and challenges encountered in thisratieg
effort. To demonstrate the effectiveness of theppsed
framework, we are working on a reference impleméma

of the SNIA OSD protocol with the incorporation thie
proposed extensions and framework. Finally, we utisc
both the implementation structure and issues erecenh

in this study.

2. Data Access QoS Requirements in OSD
Storage System

As an emerging storage access protocol, OSD prsvide
a generic framework to store and deliver data dbjéar
diverse applications. Data can be accessed bycatiphs
on the client through a TCP/IP network. Consideting
diversity of clients and applications running oiects, we
have defined three-levels of QoS requirements:

Level 1. Object-level QoS, (i.e. the QoS attributes
pertaining to a particular object). This is largdhjven by
real-time applications that require QoS for dataeas
(i.e. playout). For example, an MPEG-4 video object
requires 4Mbits/s bandwidth with very low jitter
streaming the data from the storage device to lieatc
These attributes (BW and jitter) are charactesstitthe
objectthat describéiow the object should be delivered to
a client unless otherwise stated. In the event thease
access characteristics are not required for a codati
access, they can be over-ridden on a per-sessiqgerer
operation basis as described in the following level

In this section, we discuss the data access QoS Le&vel 2@ A QoS session. A “session” is defined as the

requirements in an OSD storage system. We beghn avit
brief description of the OSD Storage Architectured a
follow with a more in depth description of the
requirements as they relate to QoS.

2.1. OSD SorageArchitecture
Figure 1 shows a typical OSD-based storage

configuration that includes both an OSD hardware
infrastructure and OSD-based file system softwditee

system in general consists of three main components

Clients (a.k.a servers and/or initiators), a Metadzrver,

and OSDs. Clients initiate access requests to 'objeca

storage devices. The Metadata server makes

connection between human-readable file names amd th

objects that compose those files. Its primary rasitlity

is to maintain metadata information (such as cvediime,
size, location, security, authentication and acoesgrol
etc.) for the files and the associated objecthien@SDs.

It decouples the metadata processing (control fimddion)
from regular data access to improve client dateessc
performance. In other words, no file data traval®ugh
the Metadata server. All data transfers are diectl
between the client and the OSD containing the oljéc
interest. The OSD stores data objects and proidgsct
data access (read/write) to its client. Normallyese
components are connected through a TCP/IP netwatrk b
they can also use other networks as requiredIB,eFC,
...etc.)

the

amount of time that a particular client needs toeas the
contents of any particular object (generally betw#ee
time the object is opened and closed). For exantipiejs
important within the context of data storage coiasdion
where a corporation may place its data remotelynbets

to maintain the QoS requirements for access toctdjen

the remote storage system. Paper [15] proposed a
virtualized storage with QoS attributes to addréese
QoS requirements. In this environment, the QoS gyoal
should be applied to all requests through out gbision.
Another example of session-level QoS is relatedh®
MPEG-4 example given for Level-1 above. Even though
n MPEG-4 object may have an access bandwidth of
4Mbits/sec during playout, it may also be necesgary
access that object at a much higher bandwidth duain
copy operation. Therefore, a copy “session” would
override the default access attributes with tempora
access attributes that exist only for the life leé session
and only for that particular client and applicatfmogram.

Client 1
(initiator)

Server

TCP/IP
Network
Client 2
(initiator)

=
Figure. 1 OSD-based system
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Level 3: A QoSoperation At this level a QoS attribute QoS for the associated object. Therefore, an objeat th
only applies to one specific operation. For exampleen requires specific QoS access characteristics shioale
an application on a client requireamediateaccess to a  its QoS attribute values set in its QoS attribytage. The
certain amount of data within an object, a QoSiatte QoS attributes page is defined as follows:

can be specified for this single request. .
These three scenarios represent QoS at threeediffer Table 1. The extended QoS attributes Page

levels, with the object-level QoS most generic and . . 0OSD
. i . . Attribute | Length . Client ;
operation-level QoS most specific. In practice nuigect Number | (bytes) Attribute Settable logical
access will have only one level of QoS specifiédhére unit
are QoS requirements at multiple levels associattdan Oh 40 y tF_:f‘get_ No Yes
object session, theoperational-level QoS takes entfication
) P Q 1h 20 | Bandwidth Yes No

precedence, followed by theession-leveland then the
object-levelQoS. 2h 20 Delay Yes No

It is important to note that the QoS levels are
independent of the QoS attributes. For example Qb8
attributes for an MPEG-4 data stream (BW and )ittee
different than the QoS attributes for a gaming obje
(latency). QoS-levels can be applied to any sedagess
attributes.

Finally, some clients may havestatistical QoS

3h to

FEFFFE Reserved No

We define two attributes in this page: bandwidtl an
delay. The bandwidth attribute can be either a hard
guarantee or soft guarantee. A hard bandwidth gtesa
requirements rather than explicit requirements as €nsures that each operation will achieve the badttwi

described above. For example, when a client acsesse specified in the bandwidth attribute. A soft bandhi
storage device at a remote data center the Qo uarantee is more flexible. It ensures that theremee

. o . bandwidth over some period of time will meet the
requirements may be specified as guaranteed batidwid
av?eraged ey pepriod o timeg(ie | daypwel | bandwidth specified in the bandwidh attribute. In
average response time, or an extreme'ly' low levalags  2ddition, the bandwidth requirement can also beifpe

loss (i.e. dropped frames). In this paper we exantie at several levels. Each level specifies a range of
foIIovx(/ing two%%rformance)metrics pap bandwidth. For example, three levels of bandwidth be

* Bandwidth: the number of bytes transmitted per specified as high,_ medium, and low. . .
second. The data delivery system (i.e. the network) The delay attribute can also specify a particukue
for a specific delay requirement or for a rangelefays.

and storage subsystem should provide the required_l_able 1 shows these attributes and associated ptaem

bandwidth to the client, Compared to other types of attributes, the QoShatts
« Delay: the elapsed time between when a command P yp Ioutes, Q

is issued and the first byte of data is receivdte T \évgllir?)enrﬁg:gr\(/:videnbgnﬂ;i'gftj(\e/\(/:i:hsgoggg eg[?r\llt;ﬁ m;t'
bandwidth will determine when the last byte is I eepay

. . . " delivered.
received in any particular transmission. Delays . .
o . - ; For our implementation we use 8000h as the page
within a particular transmission are represented in

the delivered bandwidth. number for QoS attributes page for a user objemth_de
numbers allocated for use with user object attebut
pages, 8000h-EFFFh are reserved for other standard
3. Pmp_osed QoS Ephapcements to the OSD attribute page definitions like the QoS attributge. We
and iSCSI Specifications expect QoS requirements for future applicationsltow
this attribute page to be included in a future ieer®f the
Based on the above analysis of QoS requirements, weOSD protocol specification much like security
propose several extensions to the current SNIA OSDrequirements.
specification and the iSCSI standard to addressdieels
of these requirements. 3.2. Transient QoS Attribute Specification and
Object Sessions
3.1. Object-level QoS Specification
In addition to the QoS attribute page, which igedto
The first extension we propose is the addition QQS permanenﬂy in the Object device, we propose th’E;@pt
attributes page. This page defines the fundameépte8  of “transient QoS attributes”. In contrast to peneat
attributes and values used on a per-object bag&eS attributes, transient attributes only affect théaeor of
these attributes apply to a specific object indeleehof  the I/0 operations for a given period of time. Wik
which client accesses it, this page definesﬂbj}ect-level this “period of time” as an Object “session”. |nd#édn to
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the QoS parameters (like bandwidth and delay) presly To distinguish permanent attribute from transient
described, we define a parameter to specify a itae$p” attributes, we propose to extend the semanticsetd f
that is used to distinguish different applicatiogisher Get/Set CDBFMT in the CDB (at offset 11). This diel
running on one client machine or on several client contains two bits. The values 10b and 11b wereadjyre
machines. Figure 2 shows the proposed QoS attsblite  defined. We propose a value 00b for this fieldridicate
define an object session to the object storagecdewine  that the included QoS attributes are used onlytifer

of three methods can be used: Client

1) A Time To Live (TTL) value can be used to Reay et
specify the length of time that session-level QoS 0SD
attributes of the object should be observed for Cﬁgﬂ’gf‘e"rd
I/O operations associated with a specific session
ID. The TTL starts upon the receipt of the OSMDa§:§::°"
Transient QoS Attribute for an object. Once the 3
specified time expires, the default QoS iSCSI Session
parameters for the object are used. m a”ige’

2)  An Operation Count (OC) can be used to specify Resource AT S
the number of 1/O operations that the object Monior control
device should apply the Transient QoS Attributes Reso*u,ce
to. After this number of operations has been allocation
executed on the associated object, the default Di:(
QoS parameters for the object are used. scheduling

3)  An explicit method of starting and ending a QoS
session involves a parameter within the Transient - - - -

QoS Attribute called “SessionActive”. To denote

the start of an object QoS session, SessionActive ) ]

would be set to a non-zero value. Conversely, to Figure 3. QoS framework in OSD

end an object QoS session the SessionActivecyrent operation, and a value 0lb that indicates t

would be set to 0. included QoS attributes be used for object sessibe.
Table 2 shows the format of this field and its setica.

Client 1

(initiator) MPEG-4 Streaming
- 4 Mbits/sec

App 14~ . . . .
Backa 3.3. iSCSl Session-level QoS Specification
R p
AppN > In addition to the proposed OSD extensions, we
! TCP/IP propose extending the iSCSI specification [4] to

- Nework accommodate QoS for storage-centric network traffie
(iniiaton - reason for this is because OSD will be run overSB&hd
A Obiject Object deliver data through a TCP/IP network. In order to
pp 1 temporary permanent . .

attributes attributes support the QoS specification we have proposed, the
App 2 underlying iSCSI transport needs to be extended.

(default In iSCSI, there is a rich set of predefined Qo%:esl

parameters that are related specifically to thevowt (as
opposed to the storage device). For example,
MaxConnections defines the maximum number of
connections that can be used for a session. Imme&iita
Value | Description specifies whether data is allowed to be attachea@rto
iISCSI command Protocol Data Unit (PDU). In order to
support QoS for a session, we propose adding serag
centric QoS parameters to the iISCSI specificatitime
proposed parameters are as follows:

« MaxBandwidth: This is the maximum bandwidth
required for this iSCSI session. The unit is
Kilobits/second. The bandwidth is the data rate as
seen by the initiator.

Figure 2. The proposed QoS attributes

Table 2. Get/Set CDB Format values (offset 11)

00b | Attributes involved only affect the current
operation
01b | Attributes involved only affect the current
object session
10b Get an attributes page and set an attripute
value

11b Get and set attributes using list
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MinBandwidth: the minimum bandwidth required 4.1. QoS Framework
for this iSCSI session. The wunit is also Device
Kilobits/second. The bandwidth is the data rate as

seen by the initiator. The Target must provide a  Figure 3 shows the proposed QoS framework in an
delivered bandwidth between MaxBandwidth and QObject Storage Device. This framework consistseves
MinBandwidth. If the target cannot provide the components that reside in the Object Storage Device

in an Object Sorage

required bandwidth, the returned status will report 1.

a denial of the QoS requirement with the reason

“insufficient resources in the target 2.
 MaxDelay: the maximum response time for
requests in the iSCSI session. The unit is 3,

nanoseconds. This delay includes the two-way

network transmission time and the delay within the 4,

target. The MaxDelay time is the time from when
the client issues the command until the first mfte
data is received by the client.

e MinDelay: the minimum
requests in the iSCSI session. The unit is
nanoseconds.  Parameters MaxDelay and
MinDelay designate the expected response time
range for requests in this session. The MinDelay
time is the time from when the client issues the
command until the first byte of data is received by
the client.

These QoS related parameters are exchanged and

negotiated during the iISCSI session setup phas8dsl,

all communications (command request, data traresferr
and response of execution status) occur in theegbiof
session. Each iSCSI
connection. Initially, when a client connects ttamet, an
“iISCSI session setup” phase starts. During the ISCS
session setup phase, an initiator goes througlscwkry
phase to locate the target. Once the target isddca

“login” phase is initiated. In the login phase, @&ty 7.

parameters are negotiated and the authenticatish an
authorization methods are determined. After a ssfae

login phase completes, the operational parametsrs a
negotiated during the “operational parameter” phase

response time for 5.

session has at least one TCP 6.

OSD Command Handler: processes incoming
OSD commands

The iSCSI Session Manager: manages QoS in the
context of an iISCSI session

The Object Session Manager: manages QoS in the
context of an individual object session

Admission Control: determines when incoming
commands will be processed given the current
resource availability as determined by the
Resource Usage Monitor.

Resource Usage Monitor: maintains a current view
of resource usage on the object storage device and
network channels. It provides this information to
the disk scheduler and resource allocator. The
Resource Usage Monitor not only receives
resource allocation information from other
modules, it can also proactively probe the resource
usage in certain situations. For example, when a
session has been idle for a while, the resource
monitor can actively probe the initiator to collect
the available network bandwidth and network
round-trip time.

Disk Scheduling: schedules operations to be
performed on the disk storage subsystem on the
back-end of the object storage device. The
operations are scheduled based on their QoS
requirements

Resource Allocation: allocates and relinquishes
disk storage space, disk bandwidth, disk access
windows, and front-end host interface bandwidth
based on the QoS requirements.

During this phase the iISCSI QoS parameters would be4. 2. Admission Control

negotiated between the client and target. OnceSB&SI
QoS parameters are determined, the target willreefo
these QOS requirements.

Due to limited resources in the object storage aiti
is possible that not all clients’ QoS requiremecdas be

satisfied as the workload increases beyond thebd#jes

4, QoS Enforcement in OSD

of the object storage device. Admission contralded to

govern whether a new request can be satisfied based
The previous section addresses the specification ofthe existing resource usage and workload.

QoS requirements from a client’s point of view. ths

For a new incoming request, an admission control

section, we discuss how to enforce the network andcheck will be applied to determine if adequate veses

storage QoS requirements by the object storageelevi

are available to provide the required QoS. If thguired

QoS can be satisfied, the request will be accepted.
Otherwise, the request will be rejected. The cpoading
response message will indicate that insufficiesbueces
were available to satisfy the QoS for this request.
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Admission control occurs at two levels: OSD command available network bandwidth. The details about the
level and the iSCSI session negotiation phasehétSD scheduling schemes will be presented in a seppagier.
command level the QoS requirements can be retrieved
from either the QoS attribute page of the requestgect 5. Reference lmplementation
(implicit QoS), or embedded in the command as dlesdr
in Table 2 (explicit QoS). In order to demonstrate the proposed QoS extensions

During the iSCSI session negotiation phase the ISCS we are working on an OSD reference implementation
QoS parameters will be established between thet@id  (hased on Intel version 20) that will incorporatese
OSD target. At this point, the admission control extensions. We will then write associated driversl a
mechanism needs to check the current availableiress  gpplications that will exploit the QoS capabiliti@sd run

and QoS requirements to determine whether the QO0S, variety of experiments to determine the effectaas of
requirements (implicit and explicit QoS) can be niat these extensions.

addition, for the session-level QoS requirements t Figure 4 shows the software architecture of the

session workload will be tracked so that it willt mipolate reference implementation. On the initiator sider¢hare

the QoS requirements. If the QoS requirements dap@0  tpree drivers:

met then the request will either be rejected oatee as 1. The OSD file system intercepts and processes fil

best-effort request depending on the requestor. /O requests from the application and sends them
to the object storage device driver

4.3. Disk Scheduling 2. The object storage device driver builds an
extended SCSI command data block for each 1/O

Disk scheduling is an important mechanism in OSD to request to an object and passes the SCSI CDB to

enforce the QoS requirements for multiple clier@sir the iSCSI driver

disk  scheduling scheme considers the disk 3. The iSCSI driver handles session establishment

characterizations such as disk /O bandwidth anth da and encapsulates the SCSI commands and data in

placement as well as available host-side network an iSCSI PDU format and sends them to the object

bandwidth for each session and takes network rawnd- storage device over a TCP connection

delay time into consideration. It is very challemgito On the target side, the OSD Command Handler

obtain available network bandwidth for a given psitice receives commands from the underlying iSCSI layet a

the network is shared and the traffic/congesticdiffgcult processes the commands. It invokes the storage

to predict. There is a great deal of existing regedn this management component to locate an object and ptmEses

area [26-28]. Paper [28] demonstrates an activeipgo  command to disk scheduling to execute the disk 1/0

scheme where a sequence of back-to-back packséhis operation.

out and the available bandwidth is discovered based The QoS requirements are specified by the initigkor

the gaps between received packets. The OSD envaneinm  application can specify the QoS attributes of gjectior a

is similar but more challenging. We have a numbkr o particular operation through ioctl call. For a sesdevel

different sessions to maintain, and consequentiyyynma QoS specification, a client can specify the QoSipaters

different paths exist essentially from the variobgects to in configuration files that will be extracted dugirthe

their associated clients. In our design, we takeaathge  object session setup time.

of the existing approach and adapt them to our OSD The target is responsible for QoS enforcement. The

environment. Admission Control manager is used to check whether
We apply two techniques to disk scheduling in otder  available resource in the object storage device taed

maximize the aggregate performance. First, we break network can deliver the required QoS. The Resource

down large requests to sub-requests to allow moreAllocation Manager and Resource Usage Monitor are

parallelism between disk 1/O and network 1/0. Hoaev  responsible for the resource management. They oronit

there is tradeoff here: the split of requests adlanore the 1/0 bandwidth usage, the network usage and memo

parallelism, but may worsen disk utilization due tie usage and allocate these resources as requirecasand

added seek time. Secondly, we implement two-level available. Finally, the disk scheduler partitionsda

scheduling: logical level and physical level. Ateth schedules the actual disk 1/O requests from differe

physical level, we take the data delivery ordeunement  sessions based on their individual QoS requirements

into consideration. This can reduce the resourch si$

buffer usage and improve the delivery efficiencgdisse g Conclusion

this essentially becomes a FIFO pipeline. At thgidal

level, requests are scheduled based on the QOS ag OSD emerges as the next significant storage

requirement of each request, their request sizel an protocol, the QoS guarantee for applications rupron
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Figure 4. The software architecture

multiple clients accessing shared storage devises i
becoming more important than it was when every
application had essentially a direct connectionato
storage device. In this paper, we have examined the Protocol,”IEEE/NASA MSST 2003pr. 2003.
current SNIA OSD and iSCSI protocols and preseated
three-level model for QoS requirements that applthe
OSD protocol: object-level, operation-level andssas-

level.

Based on our analysis, we have proposed

extensions to the existing OSD and iSCSI protocol
specifications to address QoS requirements inragte
centric application. In addition to the QoS extensi
we have also presented a QoS framework for usenwith
an OSD device. Finally, we are working on a refeeen
implementation that will incorporate our extensians
an iSCSI OSD. We have discussed the architecture of [91 R. Braden, D. Clark, and S. Shenker, “Integiate
the reference implementation and associated is€u#s.
future work will involve studying the resource aldgion
and scheduling in an object storage device thakt wil
enforce the QoS requirements.
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