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Abstract
 

   To date, the systems approach to science, which 

emphasizes the connections among phenomena studied at 

different scales and by different disciplines, is causing 

dramatic changes in how scientific results are 

communicated. These changes drive a shift on how to 

propagate data with certain properties so that it can be 

used intelligently by others. In this work we elaborate on 

three major factors governing the propagation module of 

data provenance. The proposed propagation module 

provides an efficient solution for many critical problems in 

the management and provenance of scientific data. Unlike 

previous work, our work aims at realizing data provenance 

from models to storage. The natural representation of data 

as objects and its utility for capturing provenance has led 

us to consider a new storage architecture based on the 

object-based storage (OSD) technology. An outline of this 

framework is discussed.  

 

1. Introduction 
 

Provenance is a well-established concept in the art world 

where the lineage, pedigree or origins of a painting are 

critical to determining its authenticity and value. It is of 

equal importance in present and future data-rich 

environments ranging from computational biology, 

intelligence information gathering, to high energy physics.  

   Scientific research is based on exchanging data and 

conclusions.  Data collected by a research group, or 

conclusions reached by the group, build on prior data and 

results produced by the group and the entire community. 

They in turn contribute to other derivative innovations, 

corrections and data. The integrity of scientific knowledge 

(its accuracy and reproducibility), the rate at which any 

scientific community can extend it, and the time elapsed 

between a new discovery and its widespread use for the 

greater good of society, all depend on the ability to track 

the propagation and complex interdependencies of the 

underlying representations and embodiments of 

knowledge.   

   There are numerous forms of provenance. In particular 

and of importance to this work, is the derivation path of 

information. The derivation path records the process by 

which results are generated from input data. This could 

include a workflow that orchestrates a number of processes 

and their parameters, or services. Accurately tracking the 

lineage (origin and subsequent processing history) and the 

propagation of data in the derivation path is essential for 

effective management and decision making when an 

experiment needs to be re-run in light of new or modified 

information. 

   The following two motivating use cases illustrate the 

importance of the issues described above. In molecular 

biology, where data is repeatedly copied, corrected, and 

transformed as it passes through numerous genomic 

databases, understanding where data has come from, its 

original confidence level and how it arrived in the user's 

database is of crucial to the trust a scientist will put in that 

data. Furthermore, if one or more of the data inputs get 

slightly modified or changed, knowing exactly the 

contribution of each input on the output variability can 

have a tremendous saving in terms of computations.  

   Consider a second case involves analysis of remote 

sensing data from satellites. Remote sensing data may be 

processed and reprocessed in many different ways. 

Examples include need to correct for distortion caused by 

the atmosphere and to interpolate measured data values 

onto geolocations. Very large datasets consisting of several 

years of data are periodically reprocessed to contribute to 

other derivative data products. Assessing the uncertainty 

and the influences or relative importance of each input 

parameters on the output variability, can correct subtle 

errors and expedite lengthy and complex procedures. The 

chain or pipeline of processing steps that generate standard 

“levels” of NASA remote sensing data products provides 

one common example.   

   Aligned with this vision, in this work, we elaborate on 

three major factors governing the propagation module of 

data in the derivation path; namely: 

(1) Sensitivity analysis (SA):to ascertain how much a 

model (numerical or otherwise) depends on each 

or some of its input parameters 

(2) Confidence level and uncertainty: how much the 

data can be trusted, and 
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(3) Complexity: the required time and cost of 

computation  

   Unlike previous work, we aim on designing an efficient 

propagation module which predicts the impact of an input 

update or slight changes to the model parameters on the 

downstream derived data. More precisely, our primary 

objective is to analyze and to point out the vital role that 

these above mentioned factors play in modeling data 

provenance, so that we can alleviate the following 

scenarios: 

(1) Propagation of erroneous outcomes, and 

(2) Unnecessary rerunning of time consuming and 

heavily computations 

   Furthermore, our proposed module considers each piece 

of scientific data as a data object. Much relevant 

information related to this data object can be expressed by 

attributes associated with it. This naturally leads to an 

implementation based on an emerging storage technology 

called Object-based Storage Devices (OSD). 

  Our primary focus in this paper is to establish new and 

novel models for update propagation and decision making 

under uncertainty. As a long term vision, we aim to exploit 

the capabilities of OSD-based storage devices to provide a 

powerful framework for solving the data provenance 

problem, by 

• Utilizing the extensible attribute mechanism in OSD to 

enable fast search and content-based queries 

• Exploiting the scalability properties of OSD to support 

“infinite” object versions, and 

• Building an OSD-based prototype which allows the 

seamless management and tracking of provenance  

   The rest of this paper is organized as follows. Section 2 

presents the proposed update propagation module in 

details. Illustrative theoretical example is presented in 

section 3. Section 4 discusses prior work of data 

provenance.  In section 5, we elaborate on compatibility 

with OSD implementation. Finally, conclusions are drawn 

in section 6. 

 

2. Provenance Modeling and Update Propagation 

 

2.1. Basic Definitions and Assumptions 
 

   Most applications used in collaborative scientific field 

usually share common procedures. The scientists generate 

a meaningful source data and several algorithms or 

analysis tools are design to process that data. In general, 

the information or the data to be processed can have 

several formats and attributes describing its characteristics 

and physical meaning. Let’s denote our input data by io . 

Assuming that a numerical mapping function is given 

interpreting the meaning of the data, this input data can be 

represented as a numerical value in the form of either a 

scalar or a vector. We also define the “process” iv

kf           

(vj represents the jth version) as a function of application to 

represent any type of mathematical models, an analysis 

tool or searching engine on distributed database 

system. iv

kf  can have a different configuration on model 

parameters ( iv

kβ ) and on the application algorithm ( iv

km ). 

It is worth noting that iv

kf  is not constrained by any linear 

property. A generic type of workflow is described in our 

provenance modeling framework in figure 1.  

   Two possible sources of errors are considered. The first 

source of error can be induced by either source data or 

derived object through the derived path and the second one 

is that of the process, iv

kf  itself. 

 

2.2. Motivation of Propagation Decision 
 

   As figure 1 illustrates, a single data is obtained through 

multiple computation steps in which innumerable inputs 

and parameters get involved in generating it. Furthermore, 

the derived data may be fused with any other data 

generated by other processes. This paradigm of the generic 

workflow can be interpreted as three phases, namely, 

sourcing, transforming, and recording.  

   The information or resources to have a specific outcome 

derived is not always transparent. While a tiny 

modification of one source, even from indirect step in the 

workflow, may have an influential impact on one of the 

corresponding derived data, a significant change on a 

direct input can give an infinitesimal update in the output. 

In the former scenario, the situation can be even worse if 

there is a significant fault on either the input or the process 
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Figure 1. A generic workflow 

The iv

kf , iv

kβ , and iv

km denote a process, 

parameter, and algorithms respectively. ox 

is represented an object derived  by 

unknown process 
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model causing an expensive and lengthy computation. In 

computational biology, we often face a problem of 

tremendous computation time (e.g. it can be a day or a 

week) in the homology search among different creatures’ 

genomes when updated amino acid sequence is obtained. 

In huge digital libraries, most searching engines are highly 

sensitive to queries by clients.  

    As a result of this, the design issue of data provenance 

arises. 

• After a model performs the computation, what 

additional information should be included in the 

derived data to maximize utilization of the resources 

by the next users?  

• Before processing input data, how efficiently can 

models capture and analyze useful pieces of 

information on that input? 

   The answer to these questions underpins the 

fundamentals of our proposed propagation decision 

module. In the next subsections, we will explore three 

major factors, namely; sensitivity, uncertainty, and 

complexity. These factors are considered as the main pillar 

of our proposed propagation module. Therefore, a 

thorough investigation of these factors to formulate the 

final decision will alleviate scenarios such as propagation 

of erroneous outcomes, unnecessary rerunning of time 

consuming and heavily computations, and provide a 

significant solution of efficient data management system in 

terms of performance and quality. 

 

2.3. Novel Decision Factors 
 

2.3.1. Sensitivity Analysis (SA) 

 

   From this motivation, we need to determine the 

relevance of an object update to its ancestors and 

descendants. More dependent objects on the update we 

have, more objects can be affected. Notification of update 

ought to occur in the order of relevancy of the update to 

each object. Clearly, not all updates will affect an ancestor 

or descendant object. For example, a descendant may be 

relatively insensitive to the characteristics or data that 

changed. In our model, sensitivity reflects “which update of 

inputs contributes the most to output variability so that 

how many relevant objects can be triggered by this 

affected object”. Each individual input has different 

sensitivity to its related objects and also the objects can be 

affected by interaction among updates of objects with 

uncertainty. 

We will base our derivation using the variance-based 

methods. Those methods consist in the computation of 

sensitivity indices, which apportion the sensitivity of 

model output variance to model inputs. For a model 

),,( 1 pXXfY KK=  

Assuming independent inputs, first order sensitivity indices 

are defined by 

[ ]
)(

)(

YV

XYEV
S

i

i =
   (1) 

and express the part of variance of model output Y due to 

model input iX . Higher order indices are also defined, to 

express effect of input interactions and total indices for 

total effect of one input. An important property, which 

enables us to easily interpret sensitivity indices values, is 

that the sum of all these indices is equal to 1, when inputs 

are independent (for more details on this property, the 

reader is referred to [31]) i.e.∑
=

=
p

i

iS
1

1)( . The variance-

based methods are classed as global SA in the sense that 

sensitivity assessment on the output to each input 

parameter is carried out by considering the combined 

variability of all the parameters simultaneously. 

 

   Since the independence assumption of the model inputs 

is sometimes difficult to justify in practice, and as usual 

sensitivity indices are not meaningful when inputs are non-

independent, in what follows we will present the problem 

of sensitivity analysis for real models with correlated 

inputs.  

Consider the following model 

),,( 1 pXXfY KK=  

where 

{ {
),,,,,,,,,,,(),,( 11111 1

2
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1

1

1
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K
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),,(),,( 11 ii xxXX KK =  are independent inputs, and 

),,( 1 lii xx ++ K are l groups of intra-correlated inputs ( ix are 

independent of jx , for all lji ≤≤ ,1 ). 

We wrote mono-dimensional non independent variables 

),,( 1 pXX K  like multidimensional independent 

variables ),,( 1 lixx +K . Thus, we define first order 

sensitivity indices  

)(

)][(

YV

xYEV
S

j

j =
       ],1[ lij +∈∀  

To connect this to mono-dimensional variables, if 

],,1[ ij KK∈ , we have well defined the same indices: 

)(

])[(

)(

)][(

YV

XYEV

YV

xYEV
S

jj

j ==  

and if ],,1[ liij ++∈ KK , for example j=i+2: 

)(

)],,[(
21

21

1

},,1{
YV

XXYEV
SS

kiki

kikij

+++

+++ ==
KK

KK

 

   Finally, it is very important to note that if all input 

variables are independent, those sensitivity indices are 

identical to those given in equation (1). And so, 

multidimensional sensitivity indices can well be interpreted 

like a generalization of usual sensitivity indices (1). 
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   Like in classical analysis (Sobol [31]), Monte-Carlo 

estimations are possible. We estimate mean and variance 

of Y by: 

Mean of Y:         ∑
=

+=
N

k

k

li

k xxf
N

f
1

10 ),,(
1ˆ KK  ,   

Variance of Y:   ∑
=

++−=
N

k

k

li

k xxf
N

fD
1

1

22

0 ),,(
1ˆˆ KK  

And first order indices by
D

D
S

j

j ˆ
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where 
Nk

k

li

k xx ,11 ),,( =+K  and 
Nk

k

li

k
xx ,11 ),,( =+K are two 

independent sets of N (multidimensional) inputs 

simulations.  

   Another important challenge related to both our 

propagation model and SA, often encountered in practice, 

is the case on which sensitivity analysis have been made, 

undergoes a transformation, or, a minor mutation. In such 

case, is it possible to obtain information about sensitivity 

analysis of the mutated model, without doing a new 

complete analysis, by only using sensitivity results from 

the original model?  

   In the following, we will present an outline of the 

methodology which we used to answer this question. For 

some possible mutations, we will mathematically relate 

sensitivity indices of original model with those of mutated 

model. Following the nature of the mutation, some 

assumptions are necessary. Quit often the independence of 

the model inputs is a valid assumption. 

 

   Assume that a sensitivity analysis has been made on a 

model ),,(: 1 pXXfYM KK= where ),,( 1 pXX KK variables 

are independent inputs. Let us suppose that new 

information about the model, new measurements, or even 

changes in the modeled process, oblige us to consider a 

new model NewM  that is also a mutation of the original 

model M. For instance, consider a model 

),,()(: 2211 pXXfXfYM KK+= where ),,( 1 pXX KK are 

independent random variables, and suppose that M 

undergoes a mutation, and is also transformed in a new 

model NewM  where 
1X is fixed to its mean ][ 11 XE=µ . Thus, 

this new model is ),,()(: 2211 p

NewNew XXffYM KK+= µ . First 

order sensitivity indices 
NewS can be expressed from the 

sensitivity indices S of M by: 

)(

)(
New

New

YV

YV
SS ×=  

   Finally, let us present another type of mutation. Assume 

that two analysis have been made on two models 

),,(: 1111 pXXfYM KK= and ),,(: 1222 qpp XXfYM ++= KK , 

and also the sensitivity indices 
1S for 1M and 

2S for 

2M have been computed. We suppose that input variables 

of the two models are different and independent. Let us 

create a new model
21: YYYM NewNew += . Sensitivity 

indices of
NewM  are obtained by  

)()(

)(

)()(

)(

21

22

21

11

YVYV

YV
S

YVYV

YV
SS New

+
×+

+
×=  

   To conclude, if an original model (on which sensitivity 

analysis has been made) is transformed, it is possible to 

deduce sensitivity indices of the mutated model, without 

starting again heavy calculation, in a given number of 

cases. Those cases are principally deletion of variables or 

introduction of new independent variables.  

 

2.3.2. Uncertainty Analysis and Confidence Level 

   An update may be erroneous as it may have been 

produced by faulty data of a faulty experimental procedure, 

or by a breakdown in the process. This raises the issue of 

how much to trust a particular update within a specified 

range or interval of possible error (e.g. uncertainty 

probability). In our model, a confidence level given to an 

object and a process is defined as one minus uncertain 

probability. 

   More importantly, we would like to investigate the law 

of propagation of uncertainties, and combining 

uncertainties due to different sources with respect to our 

sensitivity. Consider the following Model: 

),,( 1 pXXfY KK= , and suppose that each input
iX is 

associated with iu uncertainty, then, there will be an 

uncertainty in the output result due to each of uncertainties 

of measured quantities 
iX , given by 

)1(,, piu
X

f
u i

i

iY <<
∂
∂

=
 

  Note that the first term in the above equation is expressed 

by magnitude of the corresponding partial derivative 

(based on the first-order Taylor series coefficients) which 

is another classic definition of sensitivity. 

   Since there are many different sources of uncertainties 

for the same measurement, they will increase the total 

uncertainty of that quantity. It is unlikely for many 

uncertainties (due to their random nature) to have the same 

sign, so it would be inappropriate to combine them by 

adding their magnitudes, since many of them will be in 

opposite directions and cancel each other to some extent. 

Instead we will combine uncertainties of the same quantity 

(say Y) into a combined uncertainty, combinedYu ,  using the 

so-called Root-Sum-of-the-Squares (RSS) rules: 

( ) ( )∑∑∑
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where
i

YS  is the sensitivity of Y to input i. It is worth 

noting that the initial confidence level is assumed to be 

given by experts (best-estimated).  
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2.3.3. Complexity 

 

   When a workflow can be viewed as one lumped chained 

process including a large number of input sources with 

parameters, where the final outcome may be only of our 

interest (e.g. when fine-grain recording on intermediary 

result is not allowed to conduct), the complexity of the 

process become another crucial factor. Complexity denotes 

how long it will take to complete running a whole process. 

We will denote it by T. Intuitively a process with a high 

complexity should be more concerned with the other 

mentioned factors. 

 

2.4. Sequential Hypothesis Testing 
 

   Once we obtain relevancy or sensitivity to 

changed/updated data and the degree of trust to associate 

with it, we will pose the update problem as a sequential 

hypothesis testing problem. 

   Specifically, for a given update, we will ask the 

following questions 

• Is this update valid and relevant to an output object of 

our interest?  

• Is it valuable to rerun the process in the given 

computation time? 

   The answer is positive if a decision module that evaluates 

the effect of all factors represents a certain decision value 

exceeding a threshold.  

   The integration of all three factors is done by simply 

combining them using a weighting factor as follows 

δ

notDo

Run

TwuwSw CcombinedYu

i

YS <
>++ ,

 

where CuS www ,,  are the weighting factors of the 

sensitivity, uncertainty, and complexity factors 

respectively. 

  It worth noting that the most critical factor to evaluate the 

propagation decision is the sensitivity factor, as it helps in 

predicting the estimated output or accurate discrepancy 

between the current version of the output and the new 

version to be generated. 

 

3. Illustrative Example 
 

   As we mentioned in the previous subsection, the most 

critical factor to evaluate the propagation decision is the 

sensitivity factor. In this section we will spot light on this 

particular factor and present a theoretical example which 

emphasizes the usefulness and the important role that 

sensitivity analysis plays on a model with correlated 

inputs. 

Consider the following model 

654321 XcXXbXXaXY ++= , 

where )1,0(~ NX i
, for 6,,1K=i and where

3X and
4X are 

correlated ( )
1, 43
ρρ =XX

. Similarly, 
5X and

6X ( )
2, 65

ρρ =XX
. 

The sensitivity indices are given by: 

2

2
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1
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=
cba
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S
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22
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S

 

2

2

22

1

22

2

2

2

}6,5{
)1()1(

)1(

ρρ
ρ

++++
+

=
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S

 

and all the other indices are equal to 0. Notice that the 

value of the numerator of the interaction sensitivity indice 

12S is a function of the coefficient a. The values of 

numerators of the non-zero sensitivity indices
}4,3{S   and 

}6,5{S
 are function of the model coefficients b and c, and the 

correlation coefficients
1ρ ,

2ρ , as well. To illustrate this, let 

us elaborate about the impact of different numerical values 

of the correlation coefficients and the model coefficients 

(a, b and c), on the sensitivity indices (see table 1). 

 

Table 1. Numerical values. 

 a b c 
1ρ  

2ρ  12S  
}4,3{S  

}6,5{S
 

(i) 1 1 1 0.8 0.8 0.2336 0.3832 0.3832 

(ii) 3 1 1 0.8 0.8 0.7329 0.1336 0.1336 

(iii) 1 1 3 0.8 0.8 0.0575 0.0943 0.8483 

(iv) 1 1 1 0.8 0.3 0.2881 0.4397 0.2922 

(v) 1 1 3 0.8 0.3 0.0803 0.1317 0.7880 

(vi) 1 1 3 0.3 0.8 0.0593 0.0647 0.8760 

 

 

   First of all, let us underline that as
1X and

2X are 

independent variables, indices
1S ,

2S , and
12S  are usual 

sensitivity indices, and can also be computed without our 

multidimensional method. In situation (ii), as 
1X and 

2X are 

independent variables, usual sensitivity indices allows us to 

conclude that variance of Y is essentially (73%) due to 

interaction between 
1X and

2X . But in the others situations, 

when
1X  and

2X are less important, we need 

multidimensional sensitivity indices to apportions effect to 

the two couple (
3X ,

4X ) and (
5X ,

6X ). These 

multidimensional indices allow us to know that couple 

(
3X ,

4X ) and (
5X ,

6X ) have the same importance in 

situation (i), and that (
5X ,

6X ) is the most important in 

situation (iii). Effectively, in situation (i) couples (
3X ,

4X ) 

and (
5X ,

6X ) are symmetric in the model, and so they have 

same importance. In (iii) a coefficient equal to 3 is 

multiplying the product
65XX , that’s why the couple 

(
3X ,

4X ) is most important than (
3X ,

4X ). 
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Situations (iv), (v) and (vi) illustrate that indices
}4,3{S and 

}6,5{S
are function to the correlation (

12S is also function to 

the correlation, but it’s due to its denominator, which is the 

variance of Y). As couples (
3X ,

4X ) and (
5X ,

6X ) are in the 

model in a product form: 
43XX and

65XX , the greater is the 

correlation, the greater is the importance of the couple, and 

so the greater is the value of the sensitivity indices. In (iv) 

the correlation of (
3X ,

4X ) is greater than correlation of 

(
5X ,

6X ), and so 
}4,3{S  is greater than

}6,5{S
. In situations (v) 

and (vi), we can see similar behavior. 

 

4. Prior Work 
 

   Many research groups have made some progress on 

aspects of this problem, e.g., [1, 2], but a complete solution 

has been elusive. As genealogical charts reveal successive 

generations of parents for an individual, data provenance 

generally refers to the sources and derivation of a data set 

or product [3, 4]. It also captures dependencies across 

different data object types, e.g., a file description of an 

experiment, a journal paper and a micro-array image. 

Much of the research involving data provenance has 

focused on two areas. The first area deals with the 

proliferation of scientific data transfers between different 

groups and systems.  In this situation data provenance is 

used to protect downstream data users from unintended 

consequences resulting from these transfers. The second 

area studies how providers of scientific data can 

themselves benefit from tracking the provenance of their 

computational work [5, 6]. For example, the researchers in 

[7] study tracing the provenance of the integrated data in a 

data warehouse. Individual transformation steps in a 

schema transformation pathway are used to trace the 

derivation of the integrated data in a step-wise fashion. A 

framework for computing and verifying approximate fine-

grain provenance of data items was proposed in [3]. The 

work presented in [8] described an algorithm called SUB-

pushdown to trace provenance of array data. GOOSE [9] is 

a prototype system which uses data object attributes to 

track object versions and trace varying resolutions of 

provenance in a graphical interface.  Data provenance is 

also referred to as data pedigree [10, 11], data lineage [5], 

derivation history [12], data set dependence [13], filiation 

[14], data genealogy [15], data archeology, and audit trail 

[16]. 

    The authors in [17] discussed some of the technical 

issues that have emerged in scientific databases.  The work 

in [3, 18, 19, 20, 21] studies the provenance of database 

queries and draws a distinction between why-provenance, 

which describes why a view or data object exists, and 

where-provenance, which captures the ancestor data 

objects that led to the creation of an object of interest. How 

to estimate original detail data from a summary was 

formulated as an inverse problem in [22].  This work also 

proposed a solution based on the optimization of a well-

defined cost function under constraints.   

Several preliminary attempts to integrate elements of 

provenance in scientific data have also been reported [23, 

24, 25, 26, 27]. PASOA [28] aims to investigate the 

concept of provenance and its use for reasoning about the 

quality and accuracy of data and services in the context of 

e-Science. The Chimera Virtual Data System [29] uses a 

workflow "recipe" to create the data when required by 

transforming other virtual or real data. It combines a virtual 

data catalog that contains data derivation procedures and 

derived data with a virtual data language interpreter that 

translates user requests into data definition and query 

operations on the database. Collaboratory for the Multi-

Scale Chemical Science (CMCS) project [30] is using 

advanced collaboration and metadata-based data 

management technologies to develop a chemical sciences 

portal providing support for distributed research, 

community communications, and data discovery, 

management, and annotation capabilities. The portal assists 

in documenting and browsing data pedigree and in 

communicating cross-scale dependencies between data 

produced at one scale and the results of computations using 

it at the next. In general, these pioneering efforts have 

focused on narrow applications and provide limited 

functionality. 

   Another related project “network-attached secure disks” 

(NASD) [32, 33, 34, 35] is defining a scalable storage 

interface characterized by four properties. First, direct 

storage-device-to-client transfers. Second, secure interfaces 

(e.g. via cryptography). Third, asynchronous oversight, 

whereby file managers provide clients with capabilities 

that allow them to issue authorized commands directly to 

devices. Fourth, an interface that provides variable-length 

objects with separate attributes, rather than fixed-length 

blocks, to enable self-management and avoid the need to 

trust client operating systems. 

 

5. Compatibility with OSD Implementation 
 

   In our OSD-based modeling, our module can be 

deployed in existing processes without much difficulty and 

also it will be able to outperform others in accomplishing a 

facile integration of heterogeneous data which is a major 

design requirement. The simple task is to tag an 

identification indicating which process an object undergoes 

on extended attributes with execution environments 

including all decision factors during its job. Tracking to the 

lineage of the object can be simply performed through this 

tag to be extracted by our model. However, the potential 

problem may occur when our module fails to extract the 

tag since someone builds their own tool which is not 

known in public. The newly derived object meant to be 

unique turns out to be already used by other parties or 

groups. By looking in figure 1, for example, process 5 may 
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misunderstand the object, ox as a primary or raw data. A 

possible approach is to search similar objects with ox. The 

optimal searching algorithm should offer objects including 

o2 and o3 as its best similarities since an object is 

represented in multi-resolution of vector presentation. 

Also, as many people lookup ox, they also search o2 and o3 

most likely sharing same query. If we define query set of 

an object i as q(oi), oj’s which share a certain part of query 

set with q(oi) can be obtained. Once we succeed to find 

which objects get involved into deriving ox from two 

methods, we can approximate the unknown process, fX or 

we are potentially able to identify the unknown process 

with the selected candidates of object sources from all lists 

of unregistered processes. 

   In order to support the knowledge patch or extension 

described above, we plan to adapt the state-of-art of 

automatic metadata generation into our module. By 

observing user behavior of interaction with a process, our 

extended module can generate useful hints of object’s 

descriptive information which enhances context analysis 

among objects. The inference of aggregation is recorded 

into our attributes automatically and it thereby breaks 

through scalability issue in the information management. 

   It is worth mentioning that the provenance problem is 

often addressed by a database system where the data and 

their relationships are maintained in tables. A database 

system is good for processing queries. However, the data 

provenance relationship has to be in a pre-determined fixed 

format (database schema). This may not be flexible enough 

for supporting multiple types of data objects and variable 

forms of data provenance relationships. Since data are 

scattered over several systems, this also add difficulty to 

archiving and long-term data preservation. As an 

alternative, and as future work, we plan to develop a data 

provenance architecture based on an emerging storage 

technology, Object-based Storage Device (OSD). In an 

OSD-based storage system, a file-level understanding of 

data objects is added to the storage device to exploit the 

increasing intelligence and capabilities of storage devices. 

This requires metadata and data to be stored together on 

OSD-based storage devices. In contrast the traditional 

storage devices only support block-level data accesses via 

SCSI commands and metadata is stored separately in the 

file system. In addition, OSD-based storage systems can 

support variable number of extended attributes. These 

attributes can be application-dependent and stored in the 

storage devices. Many of OSD-based storage devices are 

directly connected to IP network and form a global file 

system with metadata servers to facilitate the search and 

identification of particular data objects through keywords 

or Globally Uniquely IDentifications (GUID).  

   Instead of the traditional implementation based on 

database, we will rely solely on the underlying OSD 

objects and metadata service support. Especially, we will 

take advantage of the extended attributes of data objects by 

storing data object relationships and provenance 

information related to an object as extended attributes. We 

plan to develop an OSD-based architecture to support data 

provenance. The proposed architecture will be 

implemented as a prototyping system based on the Lustre 

code to demonstrate the feasibility and strength of      

OSD-based storage system to solve the data provenance 

problem of functional genomics.  The detailed description 

of the implementation work will be reported elsewhere. 

 

6.  Conclusion 
 

   This work addresses several important aspects of the 

provenance problem and outlines a novel storage-based 

solution for them. Data provenance tracks the 

interdependencies between heterogeneous data objects as 

they get created or are derived from existing objects. The 

proposed propagation module provides an efficient 

solution for many critical problems in the management and 

provenance of scientific data. Unlike previous work, our 

work aims at realizing data provenance from models to 

storage.  

 

   In the modeling side, three major factors were integrated 

as a sequential hypothesis testing problem to form a unique 

decision module.  

   The natural representation of data as objects and its 

utility for capturing provenance has led us to consider new 

storage architectures that represent data as objects on the 

device itself, object-based storage (OSD).  

 

   Finally, future directions will be devoted to exploit the 

capabilities of OSD-based storage devices to provide a 

powerful framework for solving the data provenance 

problem. In particular, we are currently working on 

designing and implementing a flexible framework to store 

extended attributes for file system objects. Our data 

provenance function relies on recording provenance 

information for each object in its extended attributes. In 

comparison, the existing approaches store all provenance 

records in a central relational database within the 

provenance server. One obvious limitation of this 

centralized solution is scalability. As more and more 

provenance information is recorded into the relational 

database, the overheads of performing access, queries and 

managements increase accordingly. Furthermore, when 

there are a lot of concurrent submissions of provenance 

records from concurrent clients, the provenance server 

becomes a bottleneck due to its limited processing power 

and buffer space. To this end, we are also exploring the 

design space of a highly-scalable approach that distribute 

the provenance information to the MetaData server and 

every related OSD.  
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