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Motivation

Computation in storage
brings processing closer to data
and reduces interconnect traffic,
thus higher system performance.
However, efficient and scalable

fault tolerance capabilities
are equally important!
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Related Work
NASD File Manager
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Network-attached secure disks (NASD) for offloading 
certain file system’s performance-critical operations
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Related Work

MEM

CPU

IRAM DISK

CROSS BAR
SWITCH

MEM

CPU

IRAM DISK

Intelligent Disk (IDISK) with 
IRAM and cross bar switch 
for full connectivity – each
IDISK supports complete OS
and DBMS functionality
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Architecture

Active storage architecture with smart nodes (SN) organized into
multiple smart storage groups (SSG) for disk- and MEMS-based
systems interconnected via the InfiniBand® storage network.
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Architecture

Actuators
Read/Write

tips

Magnetic
Media

Courtesy of the Carnegie Mellon University CHIPS Research Project,
URL: http://www.lcs.ece.cmu.edu/research/MEMS
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Architecture
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Architecture
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MEMS-based storage devices:
- Made from photolithographic processes
- Moving rectangular media sled
- Array of READ/WRITE tips
- Seek in X direction, access in Y direction
- Room for new data placement designs
- Room for new I/O scheduling algorithms
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Architecture: Interconnect

InfiniBand switched fabric replaces PCI shared bus 
for higher interconnect bandwidth and lower latency.

Cascaded switches provide better scalability than PCI 
buses since TCA is no longer within the server.
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Architecture: Software

SD device firmware/hardware (including SCSI driver)

Non-database
applications SQL interface

Code distribution Query parsing

Execution initialization

Query optimization

Workload-based
data access methods

Memory buffer management

Disk volume management
(for RAID-like services)

Code and data
recovery services

Execution state
(synchronization)

SDG metadata

Processing control

SD OS (Linux kernel)

Client (user space)

Signal and data
communication

services

System catalogs
(for DB workloads)

NIC driver

User authentication
and authorization
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Architecture: Optimized Processing

Aggregate

Group

Sort

SeqScan

sum ( l_quantity),  sum (l_price)

group by (l_return)

from lineitemAggGrpSort

SeqScan

sum (l_quantity), sum (l_price)
group by (l_return)

from lineitem

Example of operations bundling
for equivalent SQL semantics
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Architecture: Software

Aggregate

IndexScan

Hash

Group-by

SeqScan

NestLoop

Re-distribute GroupSort

AggGrpSort Sort

Execution
initialization

Query plan or
code distribution

Optimized query
or code

Query optimizerQuery parserError handling

User interface

Cost models
System
catalogs

(for database)

SD system
configuration

User query or
application request

SD parameters

ARM Clustering 2-D FFT . . .

Respond

User or application

Smart Disk

Client (host)

Processing model:
- Based on the SD software architecture
- For DB and more general workloads
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Device Model
MEMS-Based vs. Disk-Based Storage Systems

Processing model for SD system remains applicable, 
except for device-specific parameters Rread and Rwrite.  
Replace with MEMS values.

MEMS G1, G2 and G3 HP C2490A Disk



April 13, 2005 MSST 2005

Recovery Schemes
Mirroring with Spare Storage

Clients with Applications

File System
(Remote Client)
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Get check-pointed data from SDG B
into spare disk (Sp) of SDG A

Application A Application B

Reliability:
- D1 of SDG A faults
- Send last check-point data from
D1 of SDG B to Sp of SDG A

- Processing resumes with D0, D2,
D3 and Sp of SDG A

Performance:
- SDG A and SDG B each processes
different access pattern workloads

- READ from either SDG A or 
SDG B for faster I/O access

- WRITE must be performed to 
both SDG A and SDG B
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Recovery Schemes

Clients with Applications

File System
(Remote Client)
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Application A Application B

Migrate the workload on
SDG A D1 to SDG B.
Code only, no data.

Mirroring with Workload Migration

Reliability:
- D1 of SDG A faults
- Migrate the workload (code only)
from SDG A to SDG B

- Processing continues with SDG B
while D1 of SDG A is repaired

Performance:
- SDG A and SDG B each processes
different access pattern workloads

- READ from either SDG A or 
SDG B for faster I/O access

- WRITE must be performed to 
both SDG A and SDG B

- No need to migrate check-point
data so recovery cost is reduced
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Recovery Schemes

Clients with Applications

File System
(Remote Client)
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SDG A SDG B

Application A Application B

Re-distribute data from the
last checkpoint on SDG A
and SDG B except D1 of
SDG A. Then re-send the
code and resume work.

Partitioning last mirrored check-point data onto all functioning SDs across both SDGs

Mirroring with Workload Re-distribution

Reliability:
- D1 of SDG A faults
- Re-distribute the last check-point
data among SDG A and SDG B

- Processing resumes with remaining
SDs within SDG A and SDG B

Performance:
- SDG A and SDG B each processes
different access pattern workloads

- READ from either SDG A or 
SDG B for faster I/O access

- WRITE must be performed to 
both SDG A and SDG B

- Amortize cost of recovery with 
reduced workload on every SD
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Recovery Schemes
Parity with Dedicated Single Parity Device

I/O Server

Disk 0
25 blks

Disk 1
25 blks

Disk 2
25 blks

Disk 3
25 blks

Disk P
100 blks

BID 0~24 BID 0~24

BID 25~49

BID 50~74

BID 75~99 BID 75~99

BID 25~49

BID 50~74

Centralized I/O Server

Smart SD/SM System

100-block I/O RequestReliability:
- D1 of SDG faults
- Recover data by XORing D0, D2,
D3 and DP (onto a spare, Sp)

- Processing resumes with D0, D2,
D3 and Sp after recovery

Performance:
- Optimal speedup of 4 with more
conservative system size

- Communication cost is 50*4
compared to 75*4 for servers

- Parity disk becomes the bottleneck
for I/O and communication
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Workloads and Scenarios

Lineitem

Seq. Scan

Sort

Group

Aggregate

Sort

Fault Recovery for DB Workloads:

Scenario 0 for database scan: normal operation
Scenario 1 for database scan: mirroring with spare storage
Scenario 2 for database scan: parity with single parity device

Scenario 0 for TPC-H Q1: normal operation
Scenario 1 for TPC-H Q1: mirroring with spare storage
Scenario 2 for TPC-H Q1: mirroring with load migration
Scenario 3 for TPC-H Q1: mirroring with load re-distribution
Scenario 4 for TPC-H Q1: parity with single parity storage

Special Considerations for TPC-H Q1:
Scenarios for Q1 incorporate check-pointing, i.e. updating mirror or
parity SDG/SMG with intermediate results at the granularity of one 
primitive. Thus, post-recovery processing backtracks by 1 stage only.

Q1
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Simulation Setup

Simulation Structure for a Single SN

NIC Channel (Bus or VL)

DMA Engine

Buffer

Storage
Mechanism

Storage
Controller with

Data Layout
Schemes and
I/O Scheduling

Algorithms

Disk
Device
Models

MEMS
Device
Models

On-Device Embedded Processor
(Offloaded User-Level Code and

Data Structures)

DMA Engine process:
     1. Gets next request from controller
     2. Gets buffer memory and/or data
     3. Transfers data across NIC channel

Storage Mechanism process:
     1. Gets next request from controller
     2. Seeks and reads or writes data on media
     3. Transfers data into or from buffer Storage Controller process:

     1. Gets requests from on-device processor
     2. Queues up requests for DMA and Mechanism
     3. Optimizes I/O scheduling based on access
          pattern and data layout

MEMS and Disk Device Models:
     1. Software simulation models
     2. Detailed device-level parameters
     3. Validated against real hardware



April 13, 2005 MSST 2005

Simulation Platform & Tools

Platform:
Cluster of 9 500-MHz Pentium III Linux PC, 64 MB on-device RAM, 
9 GB local disk space, and Ethernet

Input data generator:
dbgen: populates TPC-H tables at scale factor 1.0 (~ 1 GB size)

Performance Components:
I/O: simulated with DiskSim 3.0 for disks and MEMS storage
Computation: measured with timers with MPI_Wtime( ) calls
Communication: measured with timers with MPI_Wtime( ) calls
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Preliminary Results
Scan Scenarios 0, 1 and 2 for HP C2490A Disk-based Systems, SF=1.0
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Scenario 2 (parity scheme) incurs higher I/O and communication costs 
but requires smaller system size than Scenario 1 (mirroring scheme).
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Preliminary Results
TPC-H Q1 Scenarios 0, 1, 2, 3, 4 for HP C2490A SD Systems, SF=1.0
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Scenario 3 (mirroring + load re-dist) has network-limited characteristic
while reducing post-recovery Group-by I/O by ~ 75% to 80%!
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Preliminary Results
Scan Scenarios 0, 1 and 2 for G3 MEMS-based Systems, SF=1.0
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Scenario 2 (parity scheme) shows network-limited characteristics due
to diminishing I/O cost. Call for high-performance interconnect!
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Preliminary Results
TPC-H Q1 Scenarios 0, 1, 2, 3, 4 for G3 SM Systems, SF=1.0
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Scenario 3 (mirroring + load re-dist) screams for faster interconnect! 
Scenario 2 appears desirable since only code (no data) is migrated.
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Summary

Computation in storage
brings processing closer to data
and reduces interconnect traffic,
thus higher system performance.
Disks and MEMS storage impact

fault tolerance capabilities for
active I/O systems significantly,

as are storage interconnects.
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Future Work

• Code Offloading & Partitioning:
• An optimization problem
• MEMS: I/O scheduling + data layout

• Impact of InfiniBand and MEMS:
• Effect on the recovery schemes
• Both device and system levels

• Holistic Simulation Environment:
• Extension to Pantheon and SimOS

• Smart Ubiquitous Computing:
• Integrated processor-memory-storage



April 13, 2005 MSST 2005

Thank You! ☺


