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Archive Data Needs

= Retention and Disposition

¢+ Corporate governance and regulatory
guidelines

* Highly variable

= Performance
¢+ Retrieval latency

* Rate at which data can ingested into
archive

= Content Retrieval Medical Imaging

+ Ease of direct access
* Retrieving data by various methods

=  Immutability: reference data
= Data Integrity

= Security
¢+ Access Control
¢ Audit Trails

= Compliance: SEC-17a-4, SOX, DoD
5015.2-STD

= Cost Constraints
¢+ Acquisition
¢+ Life-cycle
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MAID: Power Managed Dis e

= MAID

* Large number of power-managed disks

* More than 50% drives powered off Powere

* Power-cycling by policy «—d
- ON Disk

* Lower management and environmental

costs and longer drive life . Powered
IS

= COPAN Systems’ Enhanced MAID

m Massively scalable storage solutions
= Reliability and performance like disk

= Scale and cost of tape

» [_}

* Three-Tier Architecture SNI on
* Scales performance with capacity " . ‘*_ m sing an array of

+* POWER MANAGED RAID® Software disk O ) N il J f,‘e’,f",’,g{’,equ,red
= RAID protection for power-managed disks Huce the power

* Maximum of 25% drives spinning consumed by a storage array.”
= 1/3 cost of traditional RAID systems

* DISK AEROBICS® Software
* Disk reliability and data integrity
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Cost Trends: Tape, MAID, Dis e

Projected Storage Prices w MAID Estimate

—e— Industry External Disk Storage
$100.00 Systems

—=— Disk Storage Systems that use
High-Capacity, Low-Cost Disk

$10.00
Estimated Tape Library w/2:1

\\ Compression
$1.00 \ — Estimated Tape Library Native
\\\x\\* —x— Estimated Tape Library starting
$0.10 —e @1 PB
—s— Media Only - $/GB Native

$/GB

$001 T T T
2003 2004 2005 2006 2007 2008 | MAID Disk

Disk Storage Systems Estimates Source: IDC, Worldwide Disk Storage Systems 2004-2008
Forecast and Analysis: Conservatism Persists, But Opportunities Abound, Aug. 2004

Tape Storage Price Estimates: Courtesy IBM

MAID Estimate — INSIC Roadmap Workshop

Source: INSCI Storage Roadmap, 2005
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3-Tier Architecture corPSr

Three levels of processing separate functionality, simplify management and
allow performance to scale with capacity.

= Layer 2 - Storage Personality

+ Physical Domain (Rack Controller) B 'ﬂ_ _ﬂ_
+ Storage Network Protocols

+ Logical Volume/Block Management S 57

+ Performance and Load Balancing Embedded O/S, Drivers, Policy
Engines, Management Interfaces

= Layer 1 —-Data Protection I

* Physical Domain (Shelf Controller)

* RAID Support and Caching Data Protection

+* Power Management

* Device Management Embedded O/S, Storage Interfaces,data

] caching

* Layer 0 — Data Path Routing

* Physical domain (Canister Controller) Data Path Routing

* Protocol Router

* Management Microprocessor for Physical interconnect configuration, device

environmentals and monitoring path configuration, data routing

eseses
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POWER MANAGED RAID® and
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DISK AEROBICS® Software

" Increase drive service life by > 4x
Less than 79% failures than std SATA
Explicitly manage drive health
Proactively manage disk reliability
Actively maintain data integrity

Data reliability: 23X SATA, 6X FC

MAID Advantage in Terms of Hard Disk Drive (HDD) Reliability: Field HDD MTBF Growth

2,500,000

2,000,000

1,500,000

1,000,000

COPAN Drive MTBF (hours)

500,000

o
04/23/2004  08/01/2004  11/09/2004  02/17/2005  05/28/2005  09/05/2005  12/14/2005  03/24/2006  07/02/2006
Date

Feature Benefit Mechanism

POWER MANAGED RAID Extends Drive Life Drives spin only when necessary to meet

(Power Management) application requirements

Periodic Exercise of Idle Assures Drive Health Every idle drive powered-on and tested at least

Drives once every 30 days

Proactive monitoring and Predictive Drive Maintenance | Monitors SMART parameters and environmental

management of drives data

Disk Scrubbing Assures Data Integrity Background task identifies bad sectors on disk

and copies data to new sector on drive

Data Migration Data integrity and long-term Proactive failing of suspect drives — copies data
data retention. Avoids long to spare drive and “fails-out" suspect drive.
RAID rebuilds Inserts new drive into RAID set.
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Uses of MAID Platform ...
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Scheduled Archives Revolution 220A
e Identify data objects MILLENNIA
e Copy/migrate data ARCHIVE™ Software
objects
¢ File level access " "
e Audit trails o "
e Data integrity checking
e Immutable files -: ne
e Search and Indexing - :
e Set Retention Periods
A A
mEan
i N I I 1
oooo oooo oooo oooo
A A A A Scheduled Backups
Il Selﬂllzar SEIRIpeI' Selgll::r Sel!‘::lpel“ Backup « Identify data objects
Server .
e Copy data objects to
NAS tape
oo @R < =
Q] aftd
A o ™
A Primary Primary h
Tier 1 Tier 2
Disk Disk [j] [j]
Storage Storage
D
[;] Active Data [ﬁ [j
- Less Active Data [[?] g g [:] [;] COPAN

] Free Space
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Revolution 220A Unique Feat omemllie: %

* File Access Personality
+ 1 billion files - 500 GB drives
*+ 625 GB file size - 250 GB drives
+ 1.25 TB file size - 500 GB drives

= MILLENNIA ARCHIVE™ _
software g o e
¢+ Automates data movement --

* Schedules archiving by date, time
or event

Provides data immutability
Indexing and searching of files
User specified retention periods
Identifiable audit trails
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= Connectivity, Performance
* 4 1-GigE connections
* File access latency: ms - 13 s
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Revolution 220A Archive Proc

Archive_Dir/Web_Dir/...*.*

User Community

/Archive Dir
/Web_Dir
/ProjectA/Files1
/ProjectA/Files?2
/[FTP_Dir
/ProjectB/Files1
/ProjectB/Files2
/ProjectB/Files3
/Media_Dir
/ProjectC/Files1
/ProjectC/Files2

May 2006

COPAN
220A

FTP

User Community

Archive_Dir/FTP_Dir/...*.*

Archive_Dir/Media_Dir/...*.*

Archive Process

NFS Read from App Servers

COPAN Systems
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Media

User Community

Application Servers

Web_dir:
/ProjectA/Filesg
/ProjectA/Filesg
/ProjectA/Files
/ProjectA/Files
/ProjectA/Files
/ProjectA/Files
/ProjectA/Fileg
/ProjectA/Fileq

O

FTP_Dir

/ProjectB/Files
/ProjectB/Files|
/ProjectB/Files|
/ProjectB/Files|
/ProjectB/Files|
/ProjectB/Files|
/ProjectB/Files|
/ProjectB/Files|

Media_Dir:

/ProjectC/Filest
/ProjectC/Files2
/ProjectC/Files3
/ProjectC/Files4
/ProjectC/Files5
/ProjectC/Filest
/ProjectC/Files?
/ProjectC/Files8
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/™ COPAN Systems Inc. MILLENNIA ARCHIVE Console - gerbil =13
File Edit View Tools Help

fﬁLugun dpack B [2] [2] & R?
ﬂa.&rchi?er

g_oun;ced_ Mounted File Systems demohost:idatabrianw/TestSource ile100Kidir_10/subdir_1
irectories - :
and Files to = S gerbi ¥ File Mame JlL size [ Type || Modf

be archived = & data on demohost = fie_100 50 0KB File 09:232 A&

= S briaryy _
? 23 TestSource =] file_1000 S0.0KE File 09232

([ file-500k =] file_101 50 0KB File 09:23:2
= & filel 00K =] file_102 50 0KB File 09:23:2
= Qe =] file_103 50 0KB File 09:23:2
= R [=] file_104 50.0KB File 09:23:2
00 subdir_10 (=] file_105 50 0KE File 09:23:2
£ ([ subdir_2 =] file_106 50 0KB File 09:23:2
4 GO subdr_3 =] fie_107 50.0KB File 09:23:2

* 0 subdir_4 = .
B @y subdir_5 file_108 50 0KB File 09:23:2
® (I subdir_6 {I'—"I film 109 &0 NKR Filr rﬂ-'.:'.’-t;r b
® I subdir_7
E I subdir_8
i I# [T =ubdir 9 |
Logged on to gerbil S00 objects

LY
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Retrieve

= COPAN Systems Inc. MILLENNIA ARCHIVE Console - gerbil
Fila Edit View Tools Help
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- BX

% Logon {3Back B [3] [2] @& &2 COor1
g Archiver (S Retriever | = Tasks | <2 Job Montor | L] Logs
Directories and COPAN Vaults A e
Files on COPAN s u BZ0g-sriSTAreacioca
available for = O gerbil o | File Marme [ size | Type [ ArchiverT
retrieval = @ f:zug = Elecheck_canna m4 Archived md  NIA
= usr
B @ bin [har-01062008 497 Archive 15:28:26 01
@ @G m + Qcheek_freewm.md Archived md L,
® @3 include 4 Elcheck_otk m4 Archived m4  MN&
& (2 kerberos 4 Elcheck_socket md Archived m4  NIA
Y
® [ Wexec 3 Elcheck_sun m4 Archived md  hiA
® (I local # Elcheck_sys.md Archived md  NiA
® (@ shin 4 Elcheck_x.ma Archived md4  NUA
= &fj share
@ 5 a2ps
= &fj aclocal
=Yiirnt
# [ aclocal-1 .4
# [ aclocal-1.5
® I aclocal1 6
= T sckhhesl 1T ™
% ! | [ >
Logged on fo gerbil 7 objects |
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E.g.: Archive and Retrieval

Policies

& Archive Task Creator

Optional File Name Filters Or Rules

Include Files (Semicolon separated wildcards)
[ *.doc, *jpog, * 1t

Exclude Files (Semicolon separated wildcards)

*.exa|

[T Use Unix Find Command Rules

| Back || nest |[ Finish || cancel |
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[ . —
& Retrieve Task Creator
: Specify Retrieve Policy

Include Files (Semicolons separated wildcards)
*Jhg

Exclude Files (Semicolons separated wildcards)
[ Specify User and Group
User Admin| | Group

[~ Additional Options -

[Nignore hash [ Overwrite existing files

Archive setup with filtering options

e | (o] (Comee ]

(ﬁ Archive Task Creator

Hash and Retention Policy
Hash Policy
|:| Compute Hash

- Retention Palicy
() By nurber of days,

Retention Days 60

@) By number of copies

Number of copies 0

[ Back ][ mext ][ Frisn ][ cancer |

Retention set versionin tion
May 2006 etention setup, versio g options

COPAN Systems

Retrieve via GUI with policy options

& Retrieve Task Creator
. Specify Target Folder for Retrieval

=| {4 big on borowmir
‘=4 lost+found

# (I3 shark_mstr
[0} brianyy on mickey
% data on demohost

® @& jio

® (I3 ken

([ brian
|3 ken on demohost
(L0 public on mickey
(L0 usr on shelob

=

& & &

JCSFM_MNT/demohost/data

L-'-lll Eiish,

|
Discard the changes and close the wml:lowJ

Retrieve via by path and file name
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. Appllcatlons

* Repurpose Digital Assets: media/content, engg. design
+ Accessing Reference Information: medical

+ Support Corporate Governance and Regulatory Compliance
¢+ Document Management

+ Data Collection and Analysis: scientific

+ Eliminate the Need for Long-term Tape Retention

= Actual Use Cases

+ Financial: historical stock trading (“'tick”) data, on disk vs
tape, direct file access = from 2-4 days to < minute

* Media/Entertainment: archiving digital film material for
future repurposing, ease of new content generation

+ E-commerce: ticketing company keeps all transaction
records online, major savings in storage cost, improved
performance
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= MAID storage ideal for long-term data and
archiving
¢ Scale
¢ Density
+ Reliability
* Cost

" File Archiver R220A designed for solving
archiving needs

Millennia Archive: archiving from existing file storage
Support for Retention and Immutability

Data integrity checking

Retrieve via NFS

Search by file and user-defined attributes

Security: secure views, access control, audit trails

® & 6 o o o

May 2006 COPAN Systems 14
e



cCOrParl

SYSTEMS

COPAN Systems provides intelligent storage
solutions that unlock the value of long-term

data.

Thank You
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