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Standard Model of Particle Physics
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Start-up of the Large Hadron Collider(LHCT;ori? dﬁhé 2 largest and truly global
scnenhfnc projects ever, is the most excitmgiumiﬁg?pomt in partlcle physics.
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Fastest

Trillions of protons travel the 11,000 times a second
16.5-mile-long tunnel (that’s 670,626,025 mph)

]
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Biggest

Largest, most complex Study the tiniest particles with
detectors ever built incredible precision
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Coldest

LHC’s superconducting Colder than the vacuum of
magnets operate at -456°F outer space
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Hottest

Colliding protons generate temperatures 1 billion times hotter
than the center of the sun

Crossin g: 51
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Detectors at the LHC are Huge

(Example: ATLAS)

Length : ~46 m (150 ft)
Radius :~12 m (40 ft)
Weight : ~ 7000 tons

~ 108 electronic channels
End Cap Toroid ~ 1800 miles of cables

Muon Detectors Electromagnetic Calorimeters

/N

—

. Forward Calorimeters
Solenoid ’
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Shielding
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3030 active scientists: L |
-- ~ 1830 with a PhD > contribute to M&O share (20% | X i»
in U.S.) _ 1
-- ~ 1200 students
174 Institutions, 38 Countries (44 in U.

TN

S.)

Argentina

Armenia Netherlands
Australia Norway
Austria Poland
Azerbaijan Portugal
Belarus . Romania
Brazil Russia
Canada Serbia

Chile Slovakia
China Slovenia
Colombia South Africa
Czech Republic Spain
Denmark Sweden
France Switzerland

Georgia



July 201

39 Countries, 169 Institutes, 3170 scientists and engineers (including about 800 students)
TRIGGER, DATA ACQUISITION

TRACKER
& OFFLINE COMPUTING Austria, Belgium, CERN, Finland, France, Germany,
Hungary, Ireland, italy, Korea, Lithuania, New Zepland, : s ‘ :

Poland, Portugal, Switzerland, UK, USA

/ CRYSTAL ECAL
' Belarus, CERN, China, Croatia, Cyprus, France, italy,
-] Portugal, Russia, Serbia, Switzeriand, UK, USA

PRESHOWER
@4 Amenia, CERN, Greece,
; India, Russia, Taiwan

CMS Detector and ™
Collaboration

SUPERCONDUCTING /

MAGNET & YOKE
All countries in CMS contribute : \
to Magnet financing
| Nl FORWARD
L SR \i/ Hungary, Iran, Russia, Turkey, USA
iy MUVON CHAMBERS
Barrel: Bulgaria, India, USA
Total weight : 14000 tonnes  engcap: Belarus, Bulgaria, Georgia, Russia, Bamel: Austria, Bulgaria, CERN, China,
Overall diameter :15.0m Ukraine, Uzbekistan Germany, Hungary, Italy, Spain
Overall length :28.7m HO: India Endcap: Belarus, Bulgaria, China, Colombia,
Maaneatice field 38T Faunt Korea Pakistan Russia USA
wWLCG
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Detectors produce a huge amount of Data
(Online Data reduction at ATLAS)

Interaction rate
-1 GHz [ CALO MUON TRACKING

Bunch crossing

Physics selection of
the 200 ‘best’ events/sec:

rate 40 MHz 40 MHz, 1 PB/sec
Pipeli :
LEVEL 1 miemories evel 1: Coarse calorimeter data an
LEVEL 1 i Level 1: C lorimeter data and
TRIGGER muon trigger chambers
< 75 (100) kHz
<2ps Derandomizers 75 kHz, 75 GB/sec
Regions of Interest Readout drivers . :
. (RODs) Level 2: Full information from all
TLFII:-I\(l;%LEZR % ?lfgds o,;t buffers detectors in regions of interest
S
bz ? 1 kHz, 1 GB/
~10 ms Event builder = Sec
EVENT FILTER Fullevent butfers  EEvent Filter: Reconstruction of complete
and ot event using latest alignment and
~‘.10(; glg processor sub-tarms calibration data

; 200 Hz, =320 MB/sec

Datarecording

~20 TB/day, 2 Petabyte/year of recorded raw data
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HEP Computing

Full Simulation Fast Simulation

Data
Store

Balance of full to
fast sim varies

High-level Trigger
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*|nteractive
Analysis
*Plots, Fits, Toy
MC, Studies, ..

Computing Model at the Beginning

Data Reprocessed potentially

regularly s
Around the GRID  archive' RAW and RECO Tier 3

Synchronize RECO and AOD
to T1 Centers

*Derive |st pass calibrations

within 24 hours.

* Resources Spread

DPD

100 Sites Worldwide

sReconstruct rest of the data AOD Tier 2
keeping up with data taking. ‘
. (o{0)
AQOD/ : : *Production of simulated

. 11 Sites Worldwide
Tler O EsD events.
sUser Analysis: 12 CPU/

RAW * Analyzer
*Disk Store:AOD
CERN *Primary purpose: calibrations

Analysis eSmall subset of collaboration
)/ will have access to full ESD.

Facility eLimited Access to RAW Data.



Worldwide Collaboration

 More than 6000 users at ~450 institutions from around the
world are participating in the LHC Experiments

 LHC Computing unites the computing resources for particle
physicists in the world

| Worldwide LHC Computing Grid



The Worldwide LHC Computing Grid Project (WLCG)

* Approach

— To prepare, deploy and operate the computing environment for the
experiments to analyze the data from the LHC detectors

 HEP community very experienced for decades in consent-based
collaborations

— Applications development environment, common tools and frameworks
— Build and operate the LHC computing service
 The Grid is just a tool towards achieving this

e A Collaboration between

— The physicists and computing specialists from the LHC experiments

— The projects in Europe and the US that have been developing Grid
middleware

— The regional and national computing centers that provide resources for
LHC

— The research networks

wWLCcCG
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Evolution of Storage Capacity at CERN
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Computing Growth: ATLAS and CMS in the U.S.

Jan. 2007 — Apr. 2011
0.7M hours/day (>60% of Open Science Grid)
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2010 Data Taking at Tier-0

LHCOPN External Networking:
Avg(year): 13 Gb/s with peaks at
70 Gb/s

Tape recording: 220TB/day
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Evolution of the Worldwide Distributed LHC Computing
Facility

CERN CPU CERN disk

120 14

_ 15PB in 2010
100 / 23 PB in 2012

CERN tape

32 PB in 2010
2 50 PBin 2012

4 - P
20 2 =
0 0 0
2010 2011 2011(1) 2012 2013 2010 2011 2011(1) 2012 2013 2010 2011 2011(1) 2012 2013
0 Tier 1 CPU ® Tier 1 disk ° Tier 1 tape
250 . . 0 44 PB in 2010 6 60 PBin 2010
° s T0PBin2012 ° s 116 PB in 2012
200
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150 )
15 30 > :
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300 ﬁ// w0 (2 PBin2012 CMS pledge '
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250 z " o ATIAS plees St_orage Capacity in 2012
200 e Disk: 165 PB
150 /_f 20 ® ALICE pledge Tape: 166 PB
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Tier-1 Facility Architecture and Components

(example BNL)

The “Grid”

Based on technology used =5 =
by WLCG

60 Gbps

WAN T2 cloud | / Tier 1 Cloud l ]

uuuuuuu

Pasing o

9 PB Disk

Storage Element
(Disk & Tape)
12 PB Tape 160 Gbps
LAN

Network

Compute
Element
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ATLAS Workload Management

PanDA System Workflow =1 Vo conporen

| | 0OSG Component
a) Gene:g;e VOMS ATLAS VOMS
g Panda | b - Server
Client

: 3rd Party Componert

h) Store in MyProxy > MSyePr\r/(::‘y
User Rt
. ache +
Analysis —9» mo‘é _python
Path

¢) Submit user job.
5) Pilot retrieves
proxy.

Panda Server

AT LADSBProd Bamboo \ eneironog
A

4) Joh dispatch
(Based on data
affinity)

Bamboo task Panda ATLAS Data 8 ‘é)oal;;i?:ge_om
Managed impcr DB Management System
i (multiple components)
Production =%
Path o ! _______________________
” ~
g Site R
1
I SRM 6) Data
1 stage-in
) 1 Storage 3) Job dispatch
Autopilot/ 1 (dCache|XrootD) request.
AutoPyFactory 1
: Site Storage
|

1) Pilot Joh Submission PanDA Pilot

Element

\

I

I

I

I

I

1

1

Condor-G 1 L 1
ocal 1

\—I\“Gatekeeper Batch Local iWN | ATLAS |
1

1

1

1

!

Y

PanDA Submit 2) Pilot Job Scheduling batch | Cient | Release

I
]
Host :
oS
' Site Gatek
Pilot Job Flow —» \ e Site Worker Node

Manages 300,000 - 500,000 production and analysis jobs per Day (up to 2M CPU hours/day)
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SRM — A common storage management
interface for storage systems

*  SRM approach is to have uniform interface specifications allowing multiple implementations to
interoperate. This became crucial to the interoperation of storage systems for the experiments
that have to manage and distribute massive amounts of data efficiently and securely.

» Data transfer functions to get files into SRM spaces from the client's local system or
from other remote storage systems, and to retrieve them from MSS (e.g. tape)
— srmPrepareToGet, srmPrepareToPut, srmBringOnline, srmCopy

 Space management functions to reserve, release, and manage spaces, their types and
lifetimes.

— srmReserveSpace, srmReleaseSpace, srmUpdateSpace, srmGetSpaceTokens
* Lifetime management functions to manage lifetimes of space and files.
— srmReleaseFiles, srmPutDone, srmExtendFileLifeTime

* Directory management functions to create/remove directories, rename files, remove
files and retrieve file information.
— srmMkdir, srmRmdir, srmMyv, srmRm, srmLs

* Request management functions to query status of requests and manage requests

— srmStatusOf{Get,Put,Copy,BringOnline}Request, srmGetRequestSummary, srmGetRequestTokens,
srmAbortRequest, srmAbortFiles, srmSuspendRequest, srmResumeRequest

e Other functions include Discovery and Permission functions
— srmPing, srmGetTransferProtocols, srmCheckPermission, srmSetPermission, etc.

B \WLLCG
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Role of SRM at a (StoRM) Site

Job Data Storage
Submission Transfer Management
Access

w__» Management Messages
w___ Data Transfer
w__ Direct Data Access

» Indirect Data Access

w.___n Job Transfer

Worldwide LHC Computing Grid
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Interoperability in SRM
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Global Data Access & Data Management

MSS
Mass

HPSS Torage

System
Enstore

CXFS/DMF ﬁ

TapeGuy
OSM —
dCache

LCAT @ FTS
GridFTP| |SRM

Authentication

"
’
,i

‘éx
T
1

AR

f
W [l <
o\l ExperimeptData

Management Systems
(shewn for ATLAS & CMS)

CMS/PhEDEx ATLAS/DQ



Scale of ATLAS Data in 2010

7PB Primary Dataset (1.6PB RAW Data), n copies worldwide + Simulated Data

Fr '5'50 PB v g ’
~ 2.5 million datasets
s |~ 185 millian flles __________________________ Foo.. i

o~ 120 5|tes , :
-~ 800 stnrage End polnts g

TR ?00 users

'..-"l

T Data taklng

i

_,_ﬂb'aﬁ% R i ) P ___-«.b'aﬁq i P . -Ld'*“ .-."'P-"ﬁ R riﬁ?'r""
¥ L L ¥ e b ¥ W

Evolution of Total Space (PB)
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Data Movement

GB/
per d;y .
| MC | 2009 Data | 2010 data taking Data + MC Data taking + MC prod 2010 pp PbPb
reproc | reproc St ot 7 oV reproc reproc reproc @T1s
ATLAS : o Data brokering
6 i »_[:‘f:(l‘ subpscriptions (Analysis data)
MCt fers in cloud TO export Data consolidation
ransters in clouds (mcl callb streams) (MC transfers extra-clouds)
4
” ’I |] |
Aver:|~2.3 y h 1 l
2 11 ; l - | | 1
| I | ll
Iy
j I, \ || “l | l “ [| ”Mll | I 1
L ’ I ' ; "" dy .|. |"|| b ‘ l -" " il m” || sl ||| i .|| !l |||| i I| '[l |, g ||I'|I i I"'""-ll '*
Jan Feb Mar May Dec 2010

Transfers on all routes (among all Tier levels)

LHCOPN Total Traffic

+ Average: ~2.3 GB/s (daily average)
+ Peak: ~7 GB/s (d

aily average)

Eres)

&%WWWW '-

Traffic on OPN measured up to 70 Gbps

+ ATLAS massive reprocessing campaigns

Data available on-site after few hrs.

wWLCcCG
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Network Evolution in response to changes to the ATLAS CM

Evolution of
The ATLAS Computing Model

— S

On-demand will augment/replace massive data pre-placement = Network usage will be
more dynamic and less predictable
need to enable high-volume data transport between any T1s, T2s, and T3s.

wWLCcCG
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Global Data Management is Key

(Example ATLAS Distributed Data Management)

. . Physics
Production Analysis
system system Data export End-user meta-data
system
2

DQ High level services

V3 ]

Group

Data placement Testing
(Rucio) support

policy management framework

Core services

[ API /CLI Clients

Central Services:

Oracle

[Hepository] [ Benlica ] Database

[ Content ] [Subscription]

Common NoSQL
Modular [Accouming] [ Data usage ]
Framework

Messaging

[ Recovery ] [ Information ]

Site Services:

[ Transfer ][Consistency] [ Deletion ] [Monitoring]

Grid + Cloud computing

+ Storages: T3s, Proof, Xrootd,
| orenscienceGrib [ HccompuringGriID  J(  norouerip ) NFS4.2, HDFS, etc.

Functionalities: File discovery,
] Global namespace, Fail-over,
caching

L EC2 )( AMAZON (S3) ) ( EBS

E Worldwide LHC Computing Grid



Managing Transfers with FTS

Locate
Replicas

Data
Scheduler

Catalogs

r

Forward transfer
request

Register and
Locate
Replicas

SE1l
Worlcer Node, U

Trigger Transfer

Client
Application

File
Submit transfer request

Placement

» Transfer
Service

Transfer
Agent

Data Transfer

thi\%E]E:rr request . Trigger Transfer
y Get trangfgr]ob
P ~. Apply policies SE2
Transfer
Queue
°

Transfer “Channels” (Source/Destination pair) over existing Network
— Transfers only between sites with predefined “channel”

Transfer Requests are queued & initiated according to Channel configuration
— TCP Buffer size, # parallel transfers, timeouts

Static, no feedback loop between FTS and SE regarding storage system load, available storage space etc
FTS throttles transfers to protect SEs from overload and guarantee VO bandwidth shares

Caveat: Multiple independent FTS instances not communicating can create load problems

wWLCcCG
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Data Placement for Analysis

Once the data is available on the Grid it must be made accessible to analysis applications
+ Largest fraction of analysis computing at LHC is at the T2 level
+ Flexibility of the transfer model help to reduce the latency seen by the analysis end-users

Production data volume transferred on different routes per month C m

10000 Links Commissioned Per Day
8l NQOTE: log scale ' ! ! ! 30
1 1 1 1 T2-T2 emerges Up to 30 links commissioned per
1000 ¥ ¥ ¥ ¥ 25 day, average is 7 links/day over
the first 6 months of data taking
20
100 18
10
10
5
1 [/}
Jan Feb Mar Apr May Jun Jul Aug Sep 2010 Mar 25 Apr 22 May 30 Juma 17 Suly 15 Ang 12 fep 2
648
371 S 476 412
126 132 217 4 i i
Commissioned Data Transfer Links Between Tier-2 Sites
#T2-T2 links used for data transfers monthly e i
(not always the same ones)
00% 1250
6% 1000
|
: 50% 750
= — i~ >95% of the entire
Feb Mar - matrix commissioned
Apr May i 250
Jul hug _—
(i}
. TO — T1 . T1 —T1 T1 —» T2 . T2 —» T1 . T2 = T2 Has 25 Ape 22 Hay 39 Funm 1T July 15 Aug 12 Sop ¥
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Weekly CMS PhEDEx Data Rates (World)

2,000 Y

World: Plotted by recipient site (52 weeks)
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‘@;j CASTOR Architecture (simplified)

Separate instances for each LHC experiment:
*more independence (incident isolation)
*higher scalability

eless resource sharing (disk space)
*more operational complexity

Request
Scheduler
(LSF)

Request
Handler

Request
Replier
Data

Mover

Up to 6 GB/sec
Tape Archive Backend

. Database

5
Database

5
Database

\

— data
— commands

S

http://castorweb.cern.ch
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dCache

e Used by 8 WLCG
Tier-1 and ~40
Tier-2 Centers

dCache, the system

dCache, high level design

| CDMI (SNIA Extended
Cloud(Data : Xg\i . ° Manages ~50% of
Management n—
http(s) NES 4.1 T Interface SRM 25 Load Control WLCG data

L WebDav

Authentication : Kerberos, X509, Password Unified ID management

Callouts
To external
ID services

Authorization : ACL’s for File system and storage control (SRM)

Extended Names Service Queries (SQL)

//// \ P&ETEﬁR,‘FﬂhT‘M&hh @ dCoche.ORG
http://www.dcache.org
CXFS/DMF | Enstore HPSS TSM
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GEMSS at CNAF

Disk-centric system with five building blocks
1. GPFS: disk-storage software infrastructure
2. TSM: tape management system

\ 3. StoRM: SRM service
ﬂsm J< ?%,:\ 4. TSM-GPFS interface

\ 5. Globus GridFTP: WAN data transfers

GEMSS DATA o
MIGRATION "?4;\

PROCESS

X
\ B ﬁ

\ ’ GEMSS DATA 2 N
\M_ RECALL /L Y StoRM

PROCESS

METADATA
- @ N o /| (SRM) .
=
=

WORKER NODE \ \j"" ) LUl é ’AE NZ
§ mﬂﬂ(E (ﬁ LAN GridFTP — _
S |§Es )_)> - " E—
i B =
= v Vladimir Sapunenko CNAF
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Enstore Mass Storage System %

-
G

http://www-ccf.fnal.gov/enstore/
Gene Oleynik, FNAL




WLCG Tier-1 Site Overview

Site Disk [TB] Storage Mgmt Tape [TB] MSS Tape library Tape Drive

ASGC (TW) 2500 DPM 3600 Castor N/A N/A
BNL (US) 7300 dCache 4700 HPSS SL8500 LTO4, LTOS
CERN 17500 Castor 23100 Castor SL8500,TS3500 TS1130, T10k
CNAF (IT) 6400 STorM/GPFS 1600 TSM SL8500 T10K
FNAL (US) 9000 dCache 7000 Enstore SL8500 LTO3, LTO4
CC-IN2P3 (FR) 5100 dCache 5300 HPSS SL8500 T10K
KIT (DE) 7800 dCache 5000 TSM SL8500,TS3500 LTO3, LTO4
NDGF (DK,FI,NO,SE) 2800 dCache 1800 N/A N/A N/A
PIC (ES) 3500 dCache 1500 Enstore SL8500,TS3500 LTO4, LTOS
RAL (UK) 6000 Castor 3000 Castor SL8500 T10K
SARA (NL) 2800 dCache 1700 CXFS/DMF SL8500 T10k
TRIUMF (CA) 2100 dCache 700 TapeGuy TS3584 LTO4
Total 72800 N/A 59000 N/A N/A N/A

Hardware reliability
— Disk
* Lifetime of 3 - 4 years
* Most sites have chosen RAID6 for performance and resilience
* Sites are losing disks at a rate of 5-10/10,000 drives per month — failure/replacement mostly transparent to operations
*  ~30% of Tier-1 sites are checking data integrity on disk on a regular basis (in addition to compute checksum on every xfer)
* Where applicable, all but one Tier-1 sites are using FC (4 & 8 Gb) as interconnect between disk backend and head nodes
— Tape
* Flexible Lifetime with drive and library component replacement on demand
* Data loss varies from “never lost a file/cartridge” to “one cartridge a month”
* Several sites are using redundant arms & grippers to improve library availability

wWLCcCG
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Role of Tape in LHC Computing

Assumption in early phase of LCG Project that there
would be no Tape by the time LHC data taking starts, but ...

* Technical Evolution of Tape Technology leading to unprecedented
capacity growth and reduced cost
— Native capacity of tape cartridge surpassed capacity of biggest disk drive

reducing price/GB
» Expect ~60TB/cartridge by the end of this decade, further improving price/

capacity advantage of tape
— LTO/LTFS adds an important dimension that could help to improve access

times
 Tape drives & media have steadily improved in reliability
— Less frequent labor-intensive migrations to next gen technology
— Lower BER and longer useful life than disk making tape better suited for long-

term data-retention requirements
— Cost-effective in terms of operating effort: at BNL ~1 FTE per 5 PB (MSS S/W

+ tape library and drive H/W)

wWLCcCG

Worldwide LHC Computing Grid




MSS Failure Statistics (Jan — Dec 2010 at BNL)

Total Rate
10 —— T
Cartridges
Conputer
Disk Cache
Hardware
Network
i Other
8 Robots
Software
Tape Drives
// LTO4 uCode problem
8 - -
4+
AL N A S
LA A . N > NS y
AN SN R y P%e A . \
g & - F: '\‘ o r"‘l Ny SN ) i 1 Y

™ oy
18-Jan 168-Feb18-Har 18-Apr 18-Hay 16-Jun 18-Jul 16-Aug 18-Sep 168-0ct 18-Nov 18-Dec

* 4 Tape Libraries (~40,000 LTO cartridge slots), 80 LTO4/LTO5 drives
* Includes HPSS disk cache, HPSS core and mover H/W, network etc

e All MSS software components
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File Size Distribution, Space Occupancy on Tape and
Read Performance

Experience at KIT when processing ATLAS data
Tape Movers [from 9 May, 21:00 to 11 May, 23:001]
350 12.006
Filesize £01-151-103
. . . — F01-151-101
Distribution oo | o Fol-140-122
(CERN) I it
| | — F01-065-117
| (y files | I I F01-051-103
(1] =
0 | | 7 LTO4 Drives
é 200 | ith M g
H q1.06 2
! : 2 150 | i ‘%"
* ’ é T
N
60_ 100 | |
50+
401 Space o
Distribution | I"
30+ (CERN) o T - 0.0
20- 22 0 2 4 6 §10121416182022 0 2 4 6 8§ 10 12 14 16 18 20 22
] %space each bar = 1 hour
Legend: 1 bar/hour, 1 color/drive;
black graph = avg. file size

Mover server/disk, tape mounts & positioning limiting transfer rate
* 40-60 MB/s typical transfer rate/drive
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File Size Distribution (BNL)

8,000,000 5000,000
Distribution of small files
33M files on tape at BNL
7,000,000 6000000
5,000,000 2 2006/02
6,000,000 4000000 oo
= 2009/12
3,000,000 2010/12
2011/05*
5,000,000 2,000,000
- 2006/12 1,000,000
W 2007/12
4,000,000 2008/12 °
W 2009/12
2010/12
3,000,000
2011/05* 2011
200,000 (6 months)
2,000,000 HH) 180,000 [
Distribution of large files
160,000 |
1,000,000 H{HH] 140,000 =
120000 | a2006/12
2008/12
50 150 250 350 450 550 650 750 850 950 1,0501,1501,2501,3501,4501,5501,6501,7501,8501,950§)Q§D/ 40,000 | _zgcgju
A A ’ 2010/12
T T 60,000 | = 2011/05*
O_5OMB >2GB 40,000
Small File aggregation implemented in HPSS and Castor
20,000
* Transparent to application _
. L] . 0 Ll ]
Experiments are merging small files
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Reprocessing (at BNL): Tape Operations —
Performance of a vital Storage Component

GigaBytes Transferred for the Atlas's 20 LTO4 Tape Drives On Hourly Basis FI'OIl’l Tape to HPS S CaChe 2(\)/?\1;{3}5/@8 ngtzgigforlnance of
4500 p
w4 TB/h c Average read performance of
3500 — : . 50 MB/s (incl. mount/position)
<000 320 GB/h per tape drive A
. u WAYi
2500 [ Wl . .
. Over long periods | ﬂ &T Numbers based on avg. filesize
I
1500 “ Ty w of <5S00MB
1000 ; It , L ? ‘ ]
\ [1] \/ee W
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e S s e g ! g "" *‘”Pw T f,| Ciiet St 7 1 4
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o o L o o o oo o L O O O O O L 0o o 0 o0 o L O 0O 0 0 O L 0 0 0 0 0 -
0 0 E’ o 0 0 é 0o 0 0 4? 0 0 0 : 0 0 0

2 0o 0 2 0
B - Read B - Write Bl - Total |'_ 32 OurH ﬂggtre:isﬂet:

1 GB/s from HPSS to dCache Pools over long periods
« Can scale by 10x by adding drives, HPSS cache and movers LAN Metadata
Atlas dCache <- HPSS (MBytes/sec) (8 Disk Movers)
A Client Backup
Computers Metadata
2.0 k ) d Services
&=

©
=

=)

|9}

U

w

& 1 GB/s

= 1.0 k Tape-Disk
rt Movers
+

>
g 0.0
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- - Disk
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Optimizing Tape Access Performance

e 1.5 files per tape mount when passing request to
system w/o request prioritization and re-ordering

— Most MSSs initial implementation was based on serving
any request at the time it was received and for any user

— Inefficient (slow) and leading to significant equipment
wear and tear
e Directly integrated logic or modules on top of MSSs
support user priorities and request re-ordering
according to customizable recall/migration policies

— Improves access performance typically by 10x
* Requires large batches of requests (1000s)

wWLCcCG
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File Staging with Optimization

BNL BATCH Staged ¥S OQueue To Be Served Staged
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Reprocessing Profile

In 2010, possible to reprocess even more frequently than originally planned

ESD - dESD, AOD
- -

0.26

- ATLASY”

E - ATLAS reprocessed 100% of data
3 + RAW-ESD

_E_ 050 + ESD merge

g + ESD —>dESD, AOD

Lg + Grid distribution of derived data

g

Actually, from 7 days onwards

o 0
1 z a 4 5 8 T 8 9 woonoe mostly dealing with tails
Campaign Day
1.5G evts Re-recenstruction passes on 7 TeV data in 2010
1,500 000,000 ex—

C MS W #evts
© ume to 95% complete [days]
1,250 000,500

About adozenof CMS ...
reprocessing passes in _
2010 o

500.000,000

260,000,000
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Outlook

The overall Grid infrastructure is working for LHC Physics at 7 TeV

v Distributed storage system able to cope with the amount of data and data
access performance requirements so far
e Computing enabled timely analysis of petascale datasets
e Challenges ahead with significantly increasing luminosity (100x vs. 2010) and
improvements of the LHC machine efficiency during the long 2011/2012 run
» |s the worldwide distributed Facility with its storage and data management
components prepared to scale by 5x ?

e We are operating systems already at large scale

e Components limiting scalability (e.g. metadata service, SRM, request scheduler) have
been identified and were either already modified/replaced or will be replaced/modified

in due time
e Reduced risk by using different solutions developed for/within the community

e Evolving Computing Models of the Experiments result in using storage resources
more efficiently
e With changing data access mechanisms/profile may reduce performance requirements

» Characteristics of deployed systems have indicated their ability to scale with
hardware resources, even at large sites

wWLCcCG
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The Higgs Boson

Professor Peter Higgs proposed that all of space is permeated

by a field, the Higgs field.

Quantum theory says that all fields

have particles associated with them,

SOlll

in this case...a Higgs Boson.
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The Higgs Boson

Professor Peter Higgs proposed that all of space is permeated

by a field, the Higgs field.

Quantum theory says that all fields

have particles associated with them,

SOlll

in this case...a Higgs Boson.

The Higgs has already been discovered at the ATLAS
Experiment,
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The Higgs Boson

Professor Peter Higgs proposed that all of space is permeated

by a field, the Higgs field.

Quantum theory says that all fields

have particles associated with them,

50lll

in this case...a Higgs Boson.

S—— S L i

The Higgs has already been discovered at the ATLAS

Experiment, but it was
Prof. Higgs, ...not the Higgs Boson.
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The Distributed U.S. ATLAS Computing Facility
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