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MSSC2011 Panel on HA Tape

From MSST2011 Keynote talk this morning by Michael Ernst of BNL

Role of Tape in LHC Computing

Assumption in early phase of LCG Project that there 
would be no Tape by the time LHC data taking starts, but …

• Technical Evolution of Tape Technology leading to unprecedented capacity growth 
and reduced cost

– Native capacity of tape cartridge surpassed capacity of biggest disk drive reducing 
price/GB

• Expect ~60TB/cartridge by the end of this decade, further improving price/capacity advantage of 
tape

– LTO/LTFS adds an important dimension that could help to improve access times

• Tape drives & media have steadily improved in reliability
– Less frequent labor-intensive migrations to next gen technology
– Lower BER and longer useful life than disk making tape better suited for long-term data-

retention requirements
– Cost-effective in terms of operating effort:  at BNL ~1 FTE per 5 PB (MSS S/W + tape 

library and drive H/W)  



MSSC2011 Panel on HA Tape

High availability tape 

• Strategies for high availability tape archives 
– Harry Hulen, Consultant to IBM’s HPSS project

• Tape logical block protection
– Kevin Butt, IBM and T10/SSC Working Group

• High availability tape media 
– Todd Abrahamson, Imation Government Services 

• Tape data integrity verification 
– Molly Rector, Spectra Logic 

• BlueWater’s archive at NCSA with RAIT
– Michelle Butler, NCSA 

• Panel discussion – YOU WILL STAY
– Save questions for the panel
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Two main uses of tape in our community

• Disk space management 
– Free up disk space by migrating least recently used data to tape
– Back up disk data by early writing a copy to tape 
– Data may change requiring another cycle of writing to tape
– Often automatic – no user awareness

• Archive
– Deliberate, user initiated
– Object probably immutable (no changes once written)
– Longevity requires monitoring and media upgrades

• Some sites do both

• My talk focuses on Archive 
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Strategies
to consider for “forever” archives

• A digital archivist should always apply a checksum to a valuable file 
before turning the file over to storage middleware of any kind

• Middleware and hardware should further protect data with block-
level checksums, using T10 capabilities

• Drives with T10 Read-Verify greatly reduce cost of periodic tape 
scans

• RAIT-5 or -6 can provide better protection at less cost than mirroring 
can provide
– RAIT-6 can both detect and correct a hidden error 
– RAIT is fast to write but slow to read; therefore there must be a strategy 

to make reads efficient
• Remote asymetric mirroring: single tape at home site, RAIT-6 at an 

“iron mountain” site
• Migration to new media every 5 years is an economic rule, not an 

archivist’s rule
– RAIT and Read-Verify can increase the time between migrations of tape 

archives to new media
– Tape drive obsolescence is often cited but is more like 15 years, not 5
– Migrating sooner does save library slots and floor space
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Look for my paper

Operational concepts and 
methods for using RAIT in 

high availability tape archives

in the Symposium section of the 
conference web pages
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