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Can we Archive a Trillion things?! 
Distributing & Scaling HPSS Metadata Operations 

Dave Boomer 

Presenter
Presentation Notes
What are the key design issues?
What are key approaches other systems have used?
What is unique about hpss solution?

Every slide needs to clear as to what is does…
Wrap up conclusion, summary slide.

Add slide defining major issues with distributing metadata
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Agenda 

 
• What is HPSS? 
• Driving HPSS Requirements 
• Derived Metadata Management Requirements 
• The Challenge 
• The Goal 
• Distributing HPSS Metadata 



    Copyright © IBM 2012        Slide Number 3 

What is HPSS? 

• HPSS is an HSM, coarse grain 
parallel file system and file repository 

– Based on the IEEE Mass Storage 
Reference Model v5 

– Capabilities include: 
• Managing billions of files 
• Managing petabytes of data 
• 1,000 - 2,000 file creates per second 

(configuration dependent) 

• Blend of compute, storage, network, 
and software technologies  

• Transactional-secure DB2 metadata 
server 

• Distributed movers and modularized 
architecture 

• Supports striping, parallel I/O and file 
aggregation 
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Driving HPSS Scalability Requirements 

• Increase file ingest 40x 
 

• Manage 1 trillion files in a single name space 
 

• Manage exabytes of data 
 
 

Presenter
Presentation Notes
Higher level:
Distribute metadata to enable parallel access
Increase metadata capacities

Above are subcomponents.
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Derived Metadata Management Design 
Requirements 

• Distribute metadata enabling parallel access and operations 
– Do so in a balanced and self-leveling manner 

• Minimize skew across data partitions 
– Implement intelligent Co-location of related metadata items 

• Consider 
– Co-location of related metadata items 
– Co-location of transaction metadata  

– Ensure simplified metadata topology alteration 
• Ease of expansion 
• Must maintain metadata balance and co-location 

– Increase metadata capacity 
– Optimize support operations (backup/recovery/statistics) 

Presenter
Presentation Notes
Higher level:
Distribute metadata to enable parallel access
Increase metadata capacities

Above are subcomponents.
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HPSS Design Outlook 
• Flexible HPSS design - preparing the architecture for exascale computing 

– The IEEE Mass Storage Reference Model (MSRM) v5 baseline allows/supports 
replication (parallel processing) and distribution of key functions 

•  This flexibility allow HPSS evolution without major design modifications 
– Enterprise class relational database support for distribution of metadata 

• This flexibility allows HPSS evolution without  major design modifications 
– IEEE MSRM and DB2 enable scalability through vertically & horizontally growth  
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The Challenge  
Provide Extreme Scalability to Metadata Transactions 

• Single metadata manager architecture fine for “large” file transaction rates… (not fine 
if you have 1 trillion large files) 

• Data movement for large files is the significant component of file ingest transaction 
– Metadata transaction small percentage of large file create overhead 

• However… 
– Metadata overhead significant percentage of complete file ingest transaction for small files 
– Adds database transaction overhead to metadata manager 

• Small Files and or More files = More Metadata Operations 

Metadata op 

File data op 

Small files 

1 Large file 

Time 

0 

Presenter
Presentation Notes
Change single core server to Single metadata manager
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Core Services and  
Metadata Management  

The Challenge cont’d 
• Address single metadata database bottleneck 

– 1 Database partition ( 1 transaction log ) 
• Take advantage of DB2 “off the shelf” functionality 

– Significant capability reduces development effort 
– Extreme reliability (“ACID”) 
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Presenter
Presentation Notes
atomicity, consistency, isolation, durability 
Atomicity requires that each transaction is "all or nothing": if one part of the transaction fails, the entire transaction fails, and the database state is left unchanged.
The consistency property ensures that any transaction will bring the database from one valid state to another. 
Isolation refers to the requirement that no transaction should be able to interfere with another transaction. 
Durability means that once a transaction has been committed, it will remain so, even in the event of power loss, crashes, or errors. 

Database = metadata database

Make data pipe much fatter

Replace “Understanding Scalability opportunities” w/
Current bottleneck:
	metadata database
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The Goal 
Add Metadata Scalability in Phases, Using Native DB2 Distributed 

Database Functionality 
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Presenter
Presentation Notes
Add slide numbers to slides

Label boxes:
Phase 1, phase 2, etc….
Can remove bullets
Change phase 1
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Metadata Distribution Method Based on Relationships  
Goal: Minimize Distributed Transactions and Maximize Object Metadata Co-location 

Metadata Relationships 

HPSS Services 

Metadata 

Name 
Server 

Files 

Bitfile 
Server 

File 
Segments 

Storage 
Segments 

Storage 
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Storage 
Server 

Transactional  Relationships 

Presenter
Presentation Notes
2nd bullet
How to distribute the metadata in a balanced and self-leveling manner while reducing distributed transaction

Illustrate relationship between components and data

Connect green box with light blue box

Add detail to the metadata relationships

3/29
Add maximize object metadata co-location
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Options for Distributing HPSS Metadata  

Files 
Very Large 

File Seg 
Very Large 

Stg Seg 
Very Large 

Volume 
Very Small 

Files 
Very Large 

File Seg 
Very Large 

Stg Seg 
Very Large 

Volume 
Very Small 

Volume               
Co-location 

Independently 
Distributed,                   

No Co-location 

Files 
Very Large 

File Seg 
Very Large 

Stg Seg 
Very Large 

Volume 
Very Small 

Namespace       
Co-location 

• Good Distribution 
• No Co-location 
• Max Distributed 

Transactions 
• Simple Expansion 

• Average Distribution 
• Good Co-location 
• Min Distributed 

Transactions 
• Difficult Expansion 

• Good Distribution 
• Good Co-location 
• Min Distributed 

Transactions 
• Simple Expansion 

Presenter
Presentation Notes
Describe requirements at top Three key requirements:
Distribution
Ditributed Trans
Expansion Ease

Why database?
Lots of work to develop
Standing on shoulders of DB2 
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Minimize Distributed Transactions Through Intelligent Co-location  
 Metadata and Transaction Relationships co-located within same database partition 

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 

Files 

File Segments 

Storage Segments 

Storage Volumes 

Files File 
Segments 

Storage 
Segments 

Storage 
Volumes 

GOOD! 

Name 
Server Bitfile Server Storage 

Server 

Presenter
Presentation Notes
Reword goal.. Simplify

partitions, independent creates
Transaction occur within a partition

Switch slide 8 & 9

3/29
Remove bad circle



    Copyright © IBM 2012        Slide Number 13 

Co-Location based on File HASH 

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 

57 

Hash Value (Calculated from Object Parent Directory ID & Object Name)=57   

DB2 hashes 57 to partition 8 

NSOBJECT row 

57 BITFILE row 

57 BFDISKSEG row 

57 BFDISKALLOCREC row 

57 STORAGESEGDISK row 

57 STORAGESEGDISKEXTENTS row 

57 BFTAPESEG row 

57 STORAGESEGTAPE row 

HPSS 

HASH Value column in each table 

Files 
Very Large 

Namespace 
Co-location 

Presenter
Presentation Notes
3/29
Change File hash to “parent_id and file name hash value”
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Status 
• SC 2010 Prototype  

– 18,000 file creates per second! 
– Metadata stored in multiple separate database 

 
 
 
 
 
 
 
 
 
 

• Design has evolved into a single partitioned database with an optimized 
distribution mechanism 

• All metadata accessible from any metadata node 
• Balanced and self-leveling 
• Maximizes object metadata co-location 
• Minimizes distributed transactions 
• Simpler maintenance/management 

Name S pac e S ervers  and  file 
metadata  

S torage S ervers  with file s egment, s torage s egment and volume metadata  

Initial Prototype (SC2010) 
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Summary 

• Proof of concept shows a effective and scalable 
metadata distribution mechanism 
– Optimizes parallel access 
– Ensures balanced and self-leveling metadata (minimize skew) 
– Maximizes Object metadata co-location 

• Based on Relationships 
– Data 
– Transaction 

– Simplifies topology alterations 
– Simplifies maintenance/management 
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Backup Slides 
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Partitioned Databases 
How the HPSS Client determines which NS to use 

HPSS hash 1 2 3 4 5 6 7 …. 32,768 

DB2 hash 2 3 1 1 2 2 3 … 1 

HPSS  
hashed value 

7 

Partition 1 

Partition 2 

Partition 3 

DB2 Hashing function 6 

Index 1 2 3 4 5 6 7 …. 32,768 

Partition 1 2 3 1 2 3 1 … 1 
DB2 Partition 

Map 

HPSS Client 
hash array 

• Hashed value based on Parent ID and object name… hash(parent_id & name)=object_ns_hash 
– 1 <= hash output <= 32,768 

• Create table nsobject (obj_id bigint, obj_ns_hash smallint….) Distribute by hash (obj_ns_hash) 
• Create unique constraint (parent_obj_id, name, obj_ns_hash) 
• Client communicates directly with owning partition, reducing network hops 

DB2 
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Distributing HPSS Metadata  
POSIX namespace 

• Hashing the combination of: 
– Parent directory identifier (unique/does not change)  
– Object name 

• Why? 
– Database will enforce uniqueness within a database partition 

• 2 files with same name in same directory generate same hash value 
– DB2 will hash our calculated hash value to determine partition 
– Namespace objects within a directory are balanced across 

cluster 
• Metadata balance 
• Database transaction balance 

/home/boomer/db2_scripts/runstats.ddl 
HPSS_Hash(4,”runstats.ddl”)=57 

NS 
Very Large 

BF 
Very Large 

SS 
Very Large 

VV 
Very Small 

Namespace 
Co-location 

Presenter
Presentation Notes
Key issues:
Hashing algorithm and Why
Balance
Uniqueness
Which core server
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POSIX Namespace Balance 

• Hashing technique ensures  
– Each layer is distributed evenly 
– Reduces network “hops” 
– Supports POSIX namespace 

rules 
• Recursive relationship  

– isolates move/rename impact 
– Reduces metadata footprint 

NS 
Very Large 

BF 
Very Large 

SS 
Very Large 

VV 
Very Small 

Namespace 
Co-location 

Presenter
Presentation Notes
What is requirement slide is trying to solve
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Namespace Table 

Obj_id=1, obj_hash=23, parent_obj_id=0, parent_obj_hash=0, type=“dir”, name=“/” 

Obj_id=2, obj_hash=857, parent_obj_id=1, parent_obj_hash=23, type=“dir”, name=“home” 

Obj_id=3, obj_hash=3004, parent_obj_id=1, parent_obj_hash=23, type=“dir”, name=“var” 

Obj_id=4, obj_hash=2543, parent_obj_id=1, parent_obj_hash=23, type=“dir”, name=“etc” 

Obj_id=5, obj_hash=47, parent_obj_id=2, parent_obj_hash=857, type=“dir”, name=“boomer” 

Obj_id=6, obj_hash=9867, parent_obj_id=5, parent_obj_hash=47, type=“file”, name=“.bash_rc” 

Obj_id=7, obj_hash=5009, parent_obj_id=1, parent_obj_hash=23, type=“dir”, name=“var” 

Obj_id=8, obj_hash=7465, parent_obj_id=1, parent_obj_hash=23, type=“dir”, name=“etc” 

Obj_id=9, obj_hash=6, parent_obj_id=5, parent_obj_hash=47, type=“file”, name=“.bash_profile” 

File path stored as recursive 
data relationship 

/home/boomer/.bash_profile 
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