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Motivation 
With the rapid growth of data production in 

companies, the requirement of storage 
space grows very largely. 
 

Data storage is important in many fields 
banking, financing industry, government 
 

 Ideal system: 
• High performance; 
• Reliability; 
• Energy-efficient. 
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Contribution 

 Provide ideal reliability of new data and old 
data, improve the performance, decrease 
the energy consumption 
 

 high write-to-read-ratio I/O workloads 
   ratio↑, performance ↑ 

 
Random write I/O workloads 
   write buffer size ↑, energy consumption↓ 
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PERAID 
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The Design of PERAID 
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SRWLW: Small Random Write to Large Write  
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Step 1: System initializationStep 2: Fill cache# this step is a cyclic process1: Pre-fetch block using module write_section;2: Handle chunks through fill_buffer module;3: Write chunks back to disk using read_buffer;Step 3:Update write request information



PERAID 
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The Prototype of PERAID 
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Performance Test Result(1) 
Trace File Write 

Request Ratio 
Average Request 

Size (KB) 
Total Request 

Number 
Financial-1 76.84% 3.38 5，334，987 
Financial-2 17.65% 2.39 3，699，195 
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Financial-1 Financial-2 
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We use financial-1 and financial-2 to test the response time 



Performance Test Result(2) 
 tool Iometer, write ratio 100%, request size 4KB 
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78.1% GRAID 

74.4% RAID0 

79.4% RAID10 

The random ratio will have no effect on PERAID 



Energy consumption Test Result(1) 
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Financial-1 Financial-2 

Sudden increase curve because the system flushes the disk 



Energy consumption Test Result(2) 
 Energy consumption when flushing disk 
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4.3% 8G 

21.1% 4G 

26.9% 2G 

The cache of 16G is the most energy-efficient  

Flush time 
will delay 



Summary on Various Disk Array 
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Scheme Performance Energy 
Efficient Reliability 

PERAID 1 2 2 

GRAID 3 3 3 

RAID10 4 4 1 

ERAID 2 1 4 

The composite score of PERAID is the highest 
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Conclusions 

This paper presents a storage system: 
PERAID 
 high-reliability 

 high-performance 

 energy-efficient 
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