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Deduplication Challenges 

• I/O intensive 

– Fingerprint searches 

• Bloom Filter, Sparse Indexing, Extreme Binning 

• Computation intensive 

– Fingerprinting, Compression, Encryption 

• GPU, SSE, Coprocessor 



Our Motivation 

Can the order of 

the sub-tasks in 

deduplication 

affects the 

throughput? 



Two Orders of Sub-tasks 
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Two Situations 
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Balanced, The CPU 

is exhausted by the 

program 

Unbalanced, The 

CPU is not 

exhausted by the 

program 



Balanced Situation 
The total time of 

which is shorter? 

CHIE 

HICE 

VS 

𝑆

𝐶
+ 𝑆×𝑅𝐶

𝐻 +𝑇𝐷𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛+𝑇𝐸𝑛𝑐𝑟𝑦𝑝𝑡𝑖𝑜𝑛 
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Unbalanced Situation 

Improve the 

slowest stage 
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Hash 
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The amount of 

data for hash is 

reduced 

The amount of 

data for 

compression is 

reduced 

Put the faster one of 

compression and hash 

calculation ahead 



Environment 

• VIA 

– VIA Nano processor L2200@1600MHz 

– 2GB RAM, 2×32GB SSD 

– NVIDIA GTX 480, CUDA 3.0 

• AMD 

– AMD Phenom(tm) II X4 745 Processor 

– 4GB RAM, 500GB 7200 rpm SATA disk 

– NVIDIA GTX 480, CUDA 4.0 

 

 



Data 

• MIRROR 

– Snapshot of Linux operating system 

• SVN 

– Data from subversion server 

• KERNEL 

– Linux kernel source code (Uncompressed) 



Result 

Platform Data Type Compression 
Throughput 

Hash 
Throughput 

PadLock-GPU SVN 121.29 MB/s 299.72 MB/s 

RC RD 𝑹𝑫𝑯

𝟏 − 𝑹𝑪 𝑪
 

CHIE 
throughput 

HICE 
throughput 

0.94 0.41 16.89 73.48 MB/s 83.99 MB/s 



Result 

Platform Data Type Compression 
Throughput 

AMD-GPU MIRROR 297.09 MB/s 

Hash 
Throughput 

CHIE 
throughput 

HICE 
throughput 

201.88 MB/s 287.57 MB/s 190.59 MB/s 



That’s all 

Thank you! 
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