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Hot Data Outpacing Memory Capacity

Zuckerberg’s law: The number of photos accessed is doubling every 18 months

Cisco Mobile Traffic Survey: Mobile multimedia data set to increase 56% per year

System Cost vs DRAM Size
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Use Flash to Augment DRAM
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Augment DRAM with Flash

Why augment DRAM with Flash?
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Reduce Traffic via Sparse Virtual Memory

Main idea: allocate sparse virtual pages, pack DRAM for efficiency,
move as little data as possible between DRAM and the SSD.
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Reducing the Software Overhead

User Space User Space
Virtual Memory Virtual Memory
Page Table (VAddr->PAddr) Unified Software Layer: memory

management, filesystem, and FTL

Virtual File System

A\

File System

Block Device

Generic Block Layer

IO Scheduler

Future

SCSI Mid-layer

Work

910d

SATA and SAS Translation

Low Level Device Driver

Vv

Flash Translation Layer (LBA->PBA)

Low Level Device Driver

Flash Device Flash Device




Questions?

* Flash to augment DRAM

e Uses sparse virtual memory pages to obtain fine-granular
usage information

* Allows density beyond DRAM scaling, at low cost
* Reduce software overhead

* Move data between DRAM and SSD quickly

* Unification of software layers

* Not lose the functionality of any

Thanks!
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