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Presenter
Presentation Notes
I'd like to first briefly introduce the basic knowledge of NAND flash memory and Channel-RAID(CR).

Next the design of mirroring-powered channel-RAID5(CR5M) architecture will be provided.

Followed by Design, I will analyze the experimental results including experiment setup, performance and wear-leveling evaluation. 

I'll conclude my talk by summary this research and point out further work.




Introduction of NAND Flash 

• High performance 
• Low-power consumption 
• High shock resistance 
• Small physical size 

Presenter
Presentation Notes
NAND flash memory is a kind of non-volatile memory. Compared to traditional hard disk drives, the flash memory possess some attractive properties such as high performance, low energy consumption, high shock resistance, and small physical size.



Introduction of NAND Flash 

• Increasing Flash Capacity Density 
– Smaller geometries of flash memory cell 
    45nm~20nm 
– More bits each cell store 
    SLC~TLC 

• Decreasing Endurance and Reliability 
– SLC       ~100k P/E cycles 
– MLC     ~10k P/E cycles 
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Presentation Notes
Increasing flash capacity density is an effective way to reduce its cost. Typically, there are two methods to densify a flash chip. One is to shrink flash memory cell into smaller geometries (e.g., from 45 nm to 20 nm). The other is to push each cell to store more bits (e.g., from SLC to TLC).
Unfortunately, both methods have significant side effects on flash endurance and reliability. For example, a typical SLC (single-level cell) can tolerate ~100k P/E (program/erase) cycles whereas a 2-bit MLC (multi-level cell) can only survive ~10k P/E cycles. 
The decreasing endurance and reliability exert continuous pressures on maintaining data integrity and availability in SSDs.




Introduction of NAND Flash 

• Flash Memory Errors 
– Transient (or soft) Errors 
– Permanent (or hard) Errors 

• ECC (Error Correction Code) 
    Per 256 to 512 bytes, ECC typically can 

– Detect two bit errors 
– Correct one bit error 

Errors beyond that range may be unrecoverable. 
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Presentation Notes
A reliability-degraded SSD tends to generate more errors. There are two types of errors: transient (or soft) errors and permanent (or hard) errors. Typical transient errors include programming error and read error.
Although an ECC scheme can correct both types of errors, when the number of errors exceeds its capacity a data loss will occur.
Typically, ECC can detect two bit errors and correct one bit error per 256 to 512 bytes. Errors beyond that range may be unrecoverable.



Introduction of NAND Flash 

ECC are incapable of correcting these errors: 
• Word line errors 
• Block or die errors 
• Multiple-bit transient errors 
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Word line errors and block or die errors are categorized to permanent errors. Apparently, ECC schemes are incapable of correcting these permanent errors as well as the Multiple-bit transient errors. Thus, a data redundant mechanism is demanded to protect data under these errors. 




RAID 

RAID has successfully been implemented in 
• HDD arrays 
• SSD arrays 

    Im and Shin proposed a Delayed Partial Parity Scheme for 
Reliable and High-Performance Flash Memory SSD 
(MSST2010) 
    Kadav et al. presented Diff-RAID, a new RAID variant that 
distributes parity unevenly across SSDs to create age 
disparities within arrays (ACM Transactions on Storage 2010) 

• HDD+SSD hybrid arrays 

 

Presenter
Presentation Notes
A well-known such mechanism is the RAID organization, which has successfully been implemented in HDD arrays, SSD arrays, and hybrid arrays. For example, Im and Shin proposed a scheme using the partial parity technique to reduce the number of read operations required to calculate a parity. To enhance the reliability of an SSD array, Kadav et al. presented Diff-RAID, a new RAID variant that distributes parity unevenly across SSDs to create age disparities within arrays.



Channel-RAID (CR) - Requirement 

• Cases where only one SSD can be deployed yet data 
reliability is critical. 

       Such as:  

 
a) Wireless Healthcare System 

 
b) Mobile Military Application 

 

Presenter
Presentation Notes
Usually, a RAID architecture is applied in server-class applications where multiple HDDs or SSDs are organized in one array. Still, there are many cases where only one SSD can be deployed due to space and energy constraints yet data reliability is critical. For example, a wireless healthcare system collects community and clinical health data and monitors patient vital signs in real time. Another example is a mobile military application, which uses mobile devices to carry out intelligence and tactical operations where data loss could impact national security.



Channel-RAID (CR) - Feasibility 

• The multi-channel structure provides an 
opportunity to implement RAID into a single 
SSD 
– CR1 (Channel-RAID1) 
– CR4 (Channel-RAID4) 
– CR5 (Channel-RAID5) 

Presenter
Presentation Notes
The internal structure of an SSD exhibits a hierarchical architecture. An SSD consists of multiple channels with each one having one or multiple chips. Each channel can work in parallel just like an independent disk does. The multi-channel structure provides us with an opportunity to implement various RAID formats into a single SSD to form a channel-RAID architecture such as CR1 (Channel-RAID1), CR4 (Channel-RAID4), and CR5 (Channel-RAID5). 



CR5 (Channel-RAID5) 

 
 
 
 
 

 
• Striping size is adjusted to (N-1) page size 
      N means the number of channels. 

Presenter
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Here is a illustration of CR5. CR5 organizes multiple channels of an SSD in a RAID5-like manner where each channel acts as an independent disk. Each channel has one or more identical chips. When channel-RAID5 is adopted user data will be written in a stripe unit. For example, user data D0 ~ D2 and parity P0 comprise stripe 0. 
The striping size of CR5 is adjusted to (N – 1) page size. The reason of choosing (N-1)- page striping size is two-fold. Firstly, a page is the smallest granularity of read/write operation so that one-page size user data simplifies the read/write operations within CR5 SSD and its data management. Secondly, for multi-page requests each of them can be divided into multiple one-page requests, which can fully utilize parallelism by distributing these requests into different channels. 



CR5 (Channel-RAID5) 

• Full-Stripe Write: no extra read operation 
• Partial-Stripe Write 

– RMW (Read-Modify-Write): reads the old data of 
the updates and its associated parity. 

– RCW  (Read-Reconstruct-Write): reads the rest 
part of the stripe (i.e., the data that are not going 
to be updated).  

The method whose pre-read operation number is 
less will be selected. 
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When a request arrives, the SSD controller first splits it into multiple one-page size sub-requests. And then they are grouped according to the stripe number of the data they accessed. There are two types of write. One is full-stripe write, which handles a group of sub-requests across the whole stripe. Its parity data can be directly computed. The other one is partial-stripe write. It contains sub-requests that only access a part of a stripe. To calculate its parity several pre-read operations must be performed. Usually, two alternative methods are used for updating parity data in a partial-stripe request: RMW (Read-Modify-Write) and RCW (Read-Reconstruct-Write). RMW reads the old data of the updates and its associated parity. RCW, on the contrary, reads the rest part of the stripe (i.e., the data that are not going to be updated). To reducing the overhead of the pre-read operations, the method whose pre-read operation number is less will be selected. If they are equal, RCW is adopted because it does not depend on the parity information so that the probability of data errors becomes lower.



Limitations of CR5 SSD 

• Decreased Lifetime 
 

• Degraded Performance 
 

• Vulnerability 

Presenter
Presentation Notes
There are several limitations to CR5 SSD. First, the chip in which the parity page resides is more prone to wear out for it has to be written more frequently. This leads to a decreased lifetime of an SSD. Second, additional read operations must be applied in partial-stripe requests to calculate new parity whether RCW or RMW is employed. The additional read operations can significantly increase the mean response time of storage system, especially when the majority writes are random small updates. Furthermore, during RCW or RMW procedure the parity data cannot be written until all the read operations are carried out, leaving open a window of vulnerability. Hence, the CR5 architecture is not suitable for flash based SSDs.



CR5M  
(Mirroring-Powered Channel-RAID5) 

• The key feature: an extra chip is introduced to each channel 
serve as a mirroring chip. 
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Then we propose a mirroring-powered channel-RAID5 (CR5M) architecture. The key feature of CR5M is that an extra chip is introduced to each channel, which is transparent to users and does not contribute for the total SSD capacity. These chips serve as a mirroring chip. However, they only store mirroring data for small random updates in partial stripe. In the figure, the last one of each channel is the mirroring chip (e.g., chips 4, 9, 14, and 19). 



MW (Mirroring Write) 

• MW concurrently writes both the original update and a copy 
of it onto its destination chip and the mirroring chip. 
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In addition to RMW and RCW, CR5M provides another special procedure called mirroring write (MW), which can only be invoked in a partial stripe update. MW concurrently writes both the original update and a copy of it onto its destination chip and the mirroring chip, respectively. Let us using an example to clarify how the CR5M and MW operation works. Assuming the entire SSD is idle at this point and a partial stripe update that contains only one page data D3’ arrives. As the MW operation is triggered two identical pieces of D3’ are written onto chip 1 and mirroring chip (i.e., chip 4) simultaneously. Different to the conventional data and parity updating procedure, MW will not invalid the old data D3 on chip 1 and calculate the new parity for this stripe. To reclaim the obsolete data and parity an expired data reclaim process will be carried out when MW is disabled. 



Revised Mapping Table 

• Mirroring Address (MA) is appended to each entry. 
Its value tells the existence of mirroring data for 
current entry.  
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As the mirroring data and obsolete data coexist in CR5M a revised mapping table is applied. In the revised mapping table, an additional data area called mirroring address (MA) is appended to each entry. Its value tells the existence of mirroring data for current entry. If an entry does not have a mirroring data the value of MA area is NULL. Otherwise, an address will be stored in MA, which point to a mirroring table containing two areas. The first area is EPPN (expired physical page number), which records the physical page address for the obsolete data. The second area stores the physical address of mirroring data. It is called MPPN (mirroring physical page number).
User data D3’ experienced an MW operation. The new data is stored in a page with physical address 42. MA area of D3’ is not NULL and points to the first entry of mirroring table. From the mirroring table, CR5M can find the old data and a duplication of D3’ at physical page address 40 and 160, respectively. After expired data reclaim the MA will be set to NULL and the corresponding entry in mirroring table will be deleted.



Workflow of CR5M 

Presenter
Presentation Notes
Now, I’ll show you how write and read operations are carried out in CR5M SSD. Firstly, Let’s see the workflow of write operations. Full-stripe write will be applied if the request cover the full stripe. When request data size is smaller than one stripe a partial-stripe write will be carried out. In this scenario, CR5M will first check the status of mirroring chips on the channels where updates are going to be written. If the corresponding mirroring chips are idle, MW process is triggered. Otherwise, either RMW or RCW process will be performed. c)	In RMW or RCW scenario, the one whose read operation number is less will be adopted. As a new parity will be calculated an expired data reclaim operation will be invoked to reclaim the out-of-date data. Then the read workflow is much simple. The read requests can be sent to either the data chip or the mirroring chip if the piece of data resides on both chips.



Experimental Setup 

• The Characteristics of Traces 
 
 
 
 
• The Varied Experiment Parameters 
 

Trace 
Name 

Write 
Ratio 
(%) 

Ave.Size 
(KB) 

Access Rate 
(req/sec.) 

Duration 
(mins.) 

Financial1 77.88 3.46 129 515 
Radius9 88.46 6.8 57 35.2 
ATTO 47.45 23.1 792.4 2.5 
Build 45.71 6.5 372 15 

Exchange 46.43 12.5 166 15 

Conf. Pure SSD CR1 CR4 & CR5 CR5M 

SSD1 4cl-6cp 8cl-6cp 4cl-6cp 4cl-7cp 

SSD2 6cl-4cp 12cl-4cp 6cl-4cp 6cl-5cp 

SSD3 8cl-3cp 16cl-3cp 8cl-3cp 8cl-4cp 

cl:   the channel number 
in an SSD 
cp:  the chip number on 
each channel 
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To evaluate the effectiveness of CR5M, an SSD simulator is implemented. Rather than developing a new simulator, our simulator is built based on a validated SSD simulator named SSDsim. Four real-world traces and a benchmark are selected to evaluate the performance of pure SDD, CR1, CR4, CR5, and the proposed CR5M SSD so that different types of workloads are included. Three different sets of configurations, SSD1, SSD2, and SSD3 are studied. In these three sets of configurations the number of channels varies from 4 to 8 so that a comprehensive understanding of its impact can be gotten. Due to the mirroring requirement the number of channels in CR1 is as twice as that in other architectures. In all the experiments, the total usable capacity keeps the same.



Performance Evaluation on SSD1 
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This figure show the overall performance in terms of mean response time in SSD1 configurations. All the values are normalized to that in the pure SSD configuration. The red numbers above the bars indicate the improved performance of CR5M compared with CR5. 
It is clear that the mean response time of read operations does not change too much in CR5 and CR5M configurations compared with that in the pure SSD. Compared with CR5, the read performance of CR5M increases at most 3%. Intuitively, CR5M should have a big improvement in read performance due to the mirroring chip on each channel. However, in real situations the read sub-requests that are distributed to the mirroring chip is only 1.2% of total requests. Hence, the read performance does not gain too much in the mirroring chip.
For write performance, CR4 exhibits the worst write performance as it uses a dedicated parity channel. Under the Build and Radius9 traces, CR5M improves 27% and 23.3% mean write response time compared with CR5, respectively. This improvement gains from the MW of CR5M, which takes a less time to serve partial-stripe requests than RMW or RCW. Similar to the simulation results of write performance, the overall mean response time of CR5M is better than CR4 and CR5. For example, under Financial1, Radius9, ATTO, Build and Exchange trace, CR5M improves 6%, 21.5%, 5.4%, 22.6% and 3.6% compared to CR5.



Performance Evaluation on SSD2 
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Let’s see the overall performance in terms of mean response time in SSD2 configurations. 
Similar to the simulation results of SSD1, CR5M improve the read performance slightly. Compared with CR5, the improved write performance of CR5M range from 6.3% to 27.2%. Under all the traces, CR5M improves the overall performance by 5.8%, 21.2%, 7.4%, 21.2% and 7.8%, respectively.



Performance Evaluation on SSD3 
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The simulation results in SSD3 configurations is similar to SSD1 and SSD2. Compared with CR5, the improved write performance of CR5M range from 1.9% to 27.6%. Under all the traces, CR5M improves the overall performance by 1.7%, 25.8%, 8.5%, 19.7% and 8.6%, respectively.



The Impact Of Write Percentage 

 
 
 
 
 

CR5M outperforms CR5 by up to 24.1%. 
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A set of synthetic workloads is also used to evaluate the CR5M architecture. In particular, we evaluate the impact of write percentage and average request size on overall performance. This figure shows the impact of write request percentage on performance. We vary the write percentage from 20% to 80%. CR5M exhibits the best performance in the 80% write scenario. It outperforms CR5 by up to 24.1%. As MW can boost write performance a lot, CR5M provides a large improvement in high write ratio scenario.



The Impact Of Average Request Size 

 
 
 
 
 

CR5M outperforms CR5 by up to 31.7%. 
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Presentation Notes
This figure presents the impact of average request size on performance. Compared with CR5, the smaller the average request size, the more improvement can be obtained by CR5M. In the best situation, CR5M can gain improvement by 31.7%. Clearly, when request size increases, the gap between CR5 and CR5M becomes small.



Parity Pre-Read Overhead 

 
 
 
 
 

 

• On average CR5M reduces the number of pre-reads by 56%. 
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Presentation Notes
For partial-stripe write/update, a number of pre-read operations have to be performed so that new parity can be calculated. The number of pre-read operations should be as less as possible so that the overhead of parity calculation is minimized. This figure shows the average number of pre-read operations for each write request. It is clear that under all the traces, the number of pre-read operations in CR5M is smaller than that of CR5. On average CR5M reduces the number of pre-reads by 56%.



Wear-Leveling Evaluation 

 
 
 
 
 

• CR5M can reduce the number of writes per channel 
by 14% compared with CR5. 
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The number of writes a chip received is a good indicator of wear-leveling as a large number of writes/updates can lead to a increased number of P/E cycles. This figure shows the average number of writes per channel when CR5 and CR5M are used, respectively. The height of a bar represents the average number of writes among all channels. The upper and lower cap of an error bar shows the largest and the smallest number of writes that a channel receives in a single SSD. It is obvious that the number of writes a channel receives in CR5M is smaller than that in CR5 under all the real-world traces. On average, CR5M can reduce the number of writes per channel by 14% compared with CR5. The reason behind this is that the MW provided by mirroring chips absorbs lots of parity updates in partial-stripe updates.



Conclusions 

• ECC scheme has its own capacity limitation, above 
which it can no longer work. 

• We implement several common RAID structures in 
the channel level of a single SSD to understand their 
impact on an SSD’s performance. 

• We propose a new data redundancy architecture for a 
single SSD called CR5M 

• We largely extend the validated SSD simulator 
SSDSim 

• Experimental results demonstrate that CR5M 
outperforms CR5 by up to 25.8%. 
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Due to aggressive scaling down technology flash memory reliability continuously decreases, which threatens data integrity and reliability in SSDs. A typical approach to addressing this problem is to apply an ECC scheme. However, each ECC scheme has its own capacity limitation, above which it can no longer work. Thus, a data redundancy mechanism is greatly needed to protect data under permanent errors. we first implement several common RAID structures in the channel level of a single SSD to understand their impact on an SSD’s performance. Next, we propose a new data redundancy architecture called CR5M, which can be used in mission-critical applications. CR5M utilizes hidden mirror chips to accelerate the performance of small writes. Finally, we conduct extensive simulations using real-world traces and synthetic benchmarks to evaluate CR5M. Experimental results demonstrate that in terms of mean response time CR5M outperforms CR5 (Channel-RAID5) by up to 25.8%.



Future Work 

• We will implement and study the channel-
RAID architecture on a hardware evaluation 
board. 
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In the future, we will implement and study the channel-RAID architecture on a hardware evaluation board where real flash chips are employed. The increased overhead caused by channel-RAID data management and energy consumption will be comprehensively studied.
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Thank you! 
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