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Motivation

= Need a thin software stack to access data from fast NVM
= Persistent memory abstractions
= NVM optimized file systems

= What characteristics of traditional block based file systems are good for
NVM?

Can traditional file systems be fine tuned using mount and format options?

Can it be optimized with minor changes?

How does the performance of traditional file systems compare with NVM-optimized one?

What file system features help improve performance on NVM?
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Experimental Methodology

Workloads

FileServer :Moderate directory
depth, moderate no. of large files,
data and metadata operations

WebProxy:Flat
OLTP: data intensive WORKLOADS namespace, large no.

of small files, data and

metadata operations
Key-Value Store: Uses
Memory-Mapped Semantics
(load/stores)
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Experimental Methodology

File System Characteristics (varied using mount and format options)

Inode Structure: Linear vs B+ Tree

Block Size: Fixed vs Variable sized extent

Layout/Update: In-place vs Log-structured vs Hybrid

Allocation Strategy: Immediate vs Delayed

Parallel Allocation (Concepts like Allocation/Block group)

Journal: Ordered vs Write-Back vs Data

Execute-in-place(XIP)

File Systems Evaluated
Ext2, Ext3, Ext4, XFS, F2FS, NILFS2, PMFS
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Experimental Methodology

Experimental Setup

Limitations:

NVM characteristics
not simulated
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FileServer (Throughput)
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FileServer (Throughput)

XIP support
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FileServer (Throughput)
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FileServer (Throughput)
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F2FS solves following
problems of NILFS2:
« Wandering tree

» Garbage collection
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WebProxy (Throughput)

At directory depth 0.7 — Flat namespace
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WebProxy (Throughput)
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WebProxy (Throughput)

Delayed
Allocation not
good for small
files
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OLTP Database(TPC-C on MySQL)

XIP-FS performs best
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OLTP Database(TPC-C on MySQL)

Next Level are
XIP-FS performs best buffered FS:13-22%
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OLTP Database(TPC-C on MySQL)

Next Level are Worst Performing
XIP-FS performs best buffered FS:13-22% FS: 32-42% worse

worse than XIP compared to XIP
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OLTP Database(TPC-C on MySQL)

Increased AG count
increases indirections
for large files
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Key-Value Stores (YCSB on MongoDB) - Latency
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Key-Value Stores (YCSB on MongoDB) - Latency
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Key-Value Stores (YCSB on MongoDB) - Latency

—
@
L
(92)]
<

loads(SCAN)

Effect of page-faults
shows-up in case of

WORKLOAD E

SCAN
O

0.5 -

) To) o~ To) —
[V} —
AouayeT pazifew.lon

INSERT=5%

=95%

SCAN

Lower is better

M NetApp’

32



Overview

Recommendation and Conclusion

33 M NetApp’



Recommendation and Conclusion

= Recommendation for traditional and new file systems

In-place update layout

Execute In Place

Simple and parallel allocation strategy

Fixed sized data blocks
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Thank you
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