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NAND Flash and Issues Description

NAND flash gains popularity in various markets.

High performance, low energy, small size

Increasing capacity, decreasing per-bit price

SLC MLC TLC
Bits per cell 1 2 3
P/E Cycles 100,000 3,000 1,000

ECC capability ∼ 4 ∼ 24 ∼ more
Source: White Paper “Solid State Drive Technology” from HP, 2013.

Results

Storage density increases

Lifetime and data reliability reduces
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Program/Erase (P/E) Cycles and Retention Error1

P/E cycles and retention error (domain error) influences on
data reliability:

   
   

          
            

         
           

             
           

         
           

             
           

        
     

         
              

            
         

             
             

                 
              
          

        
           

         
            

          
        

             
             

          
          

          
          

             
          

            
      
           

          
               

 

   
          

         
         

             
         

          
   

    
            

             
            

             
            

     

            
             
             

          

         
           

          
           

            
           

          
             

             
      

 
             

          
           

           
            
            

               
          

             
            
           
           

           
            

       

    
          

          
            

          
          

         
              

              
          

             
            

          
           
         

      
          
           

           
            

             
         

           
          

            
           

Figure: Rates of various types of errors as P/E cycles

P/E cycles increase, retention time long, data reliability decreases
1Figure Source: Cai et al [2] DATE 2012
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Error correction codes (ECC) (BCH, LDPC)2

To ensure data reliability → ECC used
BCH (prohibitively high cost, insufficient)
Low density parity check (LDPC) codes
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Figure: Decoding performance comparison

2Figure Source: Zhao et al [3] FAST 2013
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LDPC 3

Directly using LDPC (without optimization, high compexity)
introduces non-trivial overhead

(a) Decoding latency increases

(b) NAND flash read performance degrades

How to solve the issue?

(a) Optimization LDPC

(b) Reduce decoding latency and improve NAND flash read performance

3References: Zhao et al [5] MSST 2014
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Retention Error Characteristic

Charges leakage (theshold voltage shifts)
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(a) Theshold voltage shifts (red line)
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(b) Mapping information bits to voltage

Numerical correlation → Two bits from the same cell affect each
other with charges leakage.

00→01 01→10 01 →11 10→11

46% 44% 5% 2%

Source: Cai et al [2] DATE 2012
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REAL

We propose REAL scheme

to incorporate the numerical-correlation of retention errors into the
process of LDPC decoding
to provide additional bits desicion information
to reduce decoding latency and improve NAND flash read performance
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Figure: Numerical correlation is integrated into the decoding process.
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How to use the numerical correlation?4

make full use of the numerical correlation?

(1) adjust LDPC codewords layout

(2) obtain several observations based on the numerical correlation

(3) translate these observations into mathematical models

(4) the translated mathematical models are added into the decoding
process.

4Specific details can be found in our paper
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LDPC Codewords Layout

1 to make a codeword contains two bits from the same MLC NAND
flash cell

2 to provide the chance and environment that can effectively utilize the
numerical correlation characteristic for the proposed REAL scheme

technical manual on 16, 32, 64, 128Gb NAND Flash Memory
[39]), and T 1

LDDL is large. The percentage of increased
decoding performance is close to the improvement of the
overall read performance. The process of reading data is shown
in Fig. 7. When data is read from the NAND flash, the
read latency includes three components: 1) the time taken to
transfer data from the NAND flash array pages to the LDPC
decoder, 2) the time to perform LDPC decoding, and 3) the
time of transferring decoded codeword information from the
LDPC decoder to the I/O data buffer.

IV. THE PROPOSED REAL SCHEME

In this section, we describe the proposed REAL scheme
that takes advantage the numerical-correlation characteristic
of retention errors to reduce the LDPC decoding latency. To
effectively leverage this feature, we suggest a novel layout
of LDPC codewords in which a codeword contains two bits
data from the same MLC NAND flash cell. It is different
from traditional schemes where two bits belong to different
codewords. The suggested layout offers the opportunity to
leverage the numerical-correlation characteristic of retention
errors for the proposed REAL scheme.

A. A Novel Layout of LDPC Codewords

Conventionally, each MLC NAND flash cell stores two bits
that belong to different codewords. Typically, the data bits in
the lower page are arranged in one codeword, and the data bits
located in the upper page are arranged in another codeword.
There is no connection between the two bits located in the
same NAND flash cell at the time of decoding. However, the
two bits in the same cell have the characteristic of mutual
influence with the leakage of electrons, which is called the
numerical-correlation characteristic of retention errors men-
tioned above. This characteristic can facilitate decoding by
providing additional bits decision information, which can
quickly correct the codeword sequence that contains the er-
ror bits. However, the traditional decoding scheme does not
leverage the numerical-correlation characteristic of retention
errors. We try to incorporate this characteristic into the LD-
PC decoding process as part of the decoding information
propagation. Therefore, we propose a novel layout of LDPC
codewords to make a codeword contain two bits data from the
same MLC NAND flash cell. The original encoded codeword
sequence is cut from the middle part and is stored in different
logical page locations (shown in Fig. 8). The advantage of
the codeword layout is that we can make full use of the
mutual influence characteristic (i.e., the numerical-correlation
characteristic of retention errors) of two bits data located in
the same cell at the time of decoding. Moreover, the proposed
layout provides the chance and environment that can effective-
ly utilize the characteristic for the proposed REAL scheme
and fully show the potential value of numerical-correlation
characteristic. Likewise, when decoding, the method can offer
some additional decoding information to increase the bits
decision reliability, which can decrease the decoding iterations
and reduce the decoding latency.
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Fig. 7. Read and write data using LDPC.
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Fig. 8. Our proposed LDPC codeword layout. A LDPC codeword contains
two bits data from the same MLC NAND flash cell, which is different
from the conventional arrangement scheme in which the two bits belong to
different codewords. Our codeword layout can make full use of the numerical-
correlation of retention errors to provide accurate bit decision information and
reduce LDPC decoding latency.

B. Proposed REAL scheme

In this paper, we propose the REAL scheme, which utilizes
the belief propagation process between the bit nodes and
the check nodes to correct the error bits in the received
codewords that are caused by various interference noises.
Besides, the proposed scheme makes full use of the extra
decoding decision information inside the bit nodes provided by
obtained different valuable observations, which improves both
the error correction strength and the decoding convergence
speed. The main idea of the proposed scheme is to add
the observed additional information into the LDPC decoding
process to decrease the decoding iterations and improve the
NAND flash read performance. However, the conventional
LDPC schemes merely rely on the information propagation
between the bit nodes and the check nodes without additional
bits decision information added.

1) Information propagation process of the proposed
scheme: The proposed REAL scheme can be described as
follows. When the decoder receives a LDPC codeword, the
reliability information of each bit node can be obtained.
Likewise, based on the reliability of gained bit nodes, the
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Our Observations 5
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Figure: Observation overview.

1 We obtain several valuable observations based on the numerical
correlation characteristic of retention errors (MLC NAND flash)

2 Symbols 1© 2© 3© 4© 5© 6© correspond to the 6 observations
respectively.

5More details can be found in our paper
Zhang et al. (HUST & VCU) REAL May 5, 2016 12 / 22



Work Process6

reliability degree of the check nodes connected to the bit
nodes is calculated. The computed reliability about the check
nodes is used to update the reliability information of the
bit nodes that are associated with these calculated check
nodes. The reliability information between the two types of
nodes is repeatedly iterated so that the interfered codeword
bits are corrected fleetly. In fact, the information propagation
procedure of the REAL scheme is to reckon the maximum
posteriori probability Pk for each codeword bit Vi, which is
the probability of the ith codeword bit Vi = a (“0” or “1”),
if all the check equations are established. Fig. 9 illustrates the
information propagation and renewal process of the proposed
REAL scheme. The set R (vj) = {ci : Hi,j = 1} represents
all the check nodes connected to the bit node vj and the
set Q (ci) = {vj : Hi,j = 1} denotes all the bit nodes linked
to the check node ci. We denote Q (ci) \vj as the set of
the Q (ci) excluding the bit node vj and R (vj) \ci as the
other set of R (vj) excluding Ci. When the stored LDPC
codewords are interfered by the retention noise, owing to
the effect of the device mechanisms of NAND flash, there
is initial probability information Pi and Ii about the decoding
decision that are alternatively stored in the lower page and the
upper page and also called storage prior information (SPI).
In the decoding process of the REAL scheme, firstly, when
we compute the maximum posteriori probability Pk (i.e., the
correct probability of the bit node vj) for the bit node vj , all
the check nodes connected to the bit node provide the correct
probability for the vj . Then the decoder based on the offered
probability makes the best hard decision HD. Likewise, the
decoder tests whether all the hard decision bits satisfy the
check equation CHT = 0 or not. If not, the bit node vj and the
check node ci should be updated. In the phase of updating the
bit node vj , the corresponding bit node vk provides additional
decision information Ej that the bit node vj is correct because
of the numerical-correlation characteristic of retention errors.
When we calculate the best hard decision HD, the Ej is
also considered as the extra decision information that helps
to improve the estimation accuracy. The proposed scheme
invokes the Ej which can realize accurate estimation for the
bit node vj . Therefore, the decoding latency is reduced and
the NAND flash read performance is improved.

2) Encoding and decoding procedure of the REAL scheme:
In the transversion of decoding, we consider logarithm like-
lihood ratio (LLR (p) = ln p(x=0|vth)

p(x=1|vth) ) information as the
maximum posterior probability information to change the large
number of multiplication and division operations into addition
and subtraction, lessening the difficulty of computing and
storage. If LLR > 0, it illustrates that the probability of the
bit node vj = 0 is larger. Otherwise, the bit node is more
likely to be “1”.
• Encoding Procedure: For LDPC encoding, we use the

general fast encoding method. Let

Hm×n =
[
H1

m×(n−m)|H2
m×m

]
.

We use the Gauss elimination algorithm [42] to transform

Proposed LDPC-codewords layout    

codeword-  

codeword-   

... ...

... ...

bit node check node

Fig. 9. Information propagation and renewal process of the proposed REAL
scheme. When the bit node Vj is updated, the additional decoding information
Ej that is provided by the another bit node belonging to the same MLC NAND
flash cell due to the numerical-correlation characteristic of retention errors is
added to the renewal process of the bit node Vj in order to improve the bit
decision accuracy and reduce the LDPC decoding latency.

Hm×n into

Hm×n =
[
Pm×(n−m)|Rm×m

]
,

where Rm×m is the identify matrix. We know that
Hm×n · CT

1×n =
→
0 . Let

C1×n =
[
Im×(n−m)|Cm×m

]
.

We have
[
Pm×(n−m)|Rm×m

]
·
[
I1×(n−m)|C1×m

]T
=
→
0

C1×m = I1×(n−m) · PT
m×(n−m),

where I1×(n−m) and C1×m are information bits and
check bits, respectively.

• Decoding Procedure:
– Step 1: Initialize Vj,i (0) = Pj , set the maximum

iterations as Nmax, 0 ≤ l ≤ Nmax, 1 ≤ i ≤ 1
2Nmax.

– Step 2: Check nodes information updating.
1) In the odd number (l = 2i − 1) of iterations,

check nodes are updated in a incremental order.

Ci,j (l + 1) = α

vk<vj∏

vk∈Q(ci)\vj
sign (Vi,k (l + 1))·

vk>vj∏

vk∈Q(ci)\vj
sign (Vi,k (l)) ·min

When decoding, the additional decoding information Ej is provided
6The translated mathematical models can be found in our paper
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Evaluation Methodology

Simulation

build MATLAB simulation environment
utilize the AWGN (Additive White Gaussian Noise) channel to simulate
the flash channel

LDPC configuration

Codeword Length (256 × 9)B

Information Length (Page Size) 2KB

Column Weight 4

Row Weight 36

Code Rate 8/9

Experiment steps

construct the check matrix
information bits are encoded by applying the Gauss elimination
algorithm
adding simulated retention error noise and decoding
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Evaluation Results (Decoding Iterations)

(a) Decoding iterations comparison: Probability Domain BP (PD-BP),
Logarithm Domain Min-Sum (LD-MS) and REAL

(b) SP/SNP represents signal power to retention noise power ratio
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Figure: Comparison of decoding iterations at different SP/SNP
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Decoding Failure Rate

(1) The failure rate of the decoded codewords is lower than the baselines
(2) If the SP/SNP continues decreasing, the baselines are not able to

correct the LDPC codewords (REAL can be competent)
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Figure: Comparison of decoding iterations at different SP/SNP
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Decoding Latency and Read Performance of NAND Flash

REAL reduces decoding latency by 26.44% and 33.05%.

REAL improves NAND flash read performance.

 
 

 

 

 
 

 
 

 
 

     

     

(a) The reduced decoding latency with
REAL.

3.53.63.73.83.944.14.24.34.44.5
0%

10%

20%

30%

40%

50%

SP/SNP(dB)

R
ea

d 
pe

rf
or

m
an

ce
 im

pr
ov

em
en

t o
f N

A
N

D
 fl

as
h 

(%
)

The proposed REAL scheme over LD−MS
The proposed REAL scheme over PD−BP   

(b) The improvement in NAND flash
read performance of our scheme.
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Conclusion

In order to reduce the influences of NAND flash retention errors and
improve the stored information reliability, we adopt the LDPC codes
with optimized decoding performance.

Retention errors of NAND flash cells have the characteristic of
numerical-correlation that motivates us to effectively leverage the
characteristic in the process of LDPC decoding in order to decrease
the decoding latency and thus improve the NAND flash read
performance.

we propose the REAL scheme that accounts for the
numerical-correlation characteristic into the LDPC decoding process,
which can reduce the LDPC decoding latency and improve the read
performance of NAND flash.
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The End

Thanks !
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