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How errors occur？

• P/E Cycling Errors

• Program Errors

• Program Interference Errors

• Retention Errors (dominant source of flash memory errors)

• ……

Our work focus on the Retention errors



Why retention errors occur?

After multiple erase and program 
operations, the insulating property 
of tunnel oxide degrade gradually. 

So, more electrons leakage 
happen and more retention 
errors occur.
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Why retention errors occur?

Errors happen.

In MLC cell, there are four states which store four kinds of bits respectively.



ECC methods in SSDs 

The figure above from the work of Zhao et al.

LDPC code tolerate more errors, but more errors cause more sensing 
level, which degrade performance.



LDPC in SSDs
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Characteristics of retention errors

Most retention errors  are 00->01 (46%), 01->10 (44%).
Which means, higher threshold voltages are more likely to leak charge.

The figure above from the work of Cai et al.



File Analysis

In our analysis, the proportion of four kinds of states are 
quit different in different files.



Motivation

• So, higher Vth (threshold voltages) means higher retention errors. 
• Can we reduce the states number with higher Vth?

• We design the BitFlip
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Architecture of BitFlip

1. BitFlip design in FTL
2. Bit counter module: Split a page to equal size 

units. Calculate the state's number of units to 
determine which unit needs to be flipped 

3. Reorganization module: Base on tag-bits, flip 
the units which need flip, then reorganize (data 
store in Flash)
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Write process

1.Bit Counter Module: 
• Split page to several equal units.
• Count states’ number of each unit
• Generate tag bit of each unit to mark     

whether it should be flipped 
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Write process

2.Reorganization Module:
• Judging from tag bits, flip the units and 

reorganize the units to a page.
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Read process

1.Reorganization Module:
• decoding data
• Base on tag bits, flip the units to restore 

original data
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Evaluation Setup 

➢ Configurations of SSD

➢ Test environment 
• SSDsim Simulator
• We range the RBER from 4e-3 to 13 e-3,

➢ Test on real world files and traces files (MSR)



Reduce error-prone states

➢BitFlip can reduce about 
2.3%-53.9% of the error-
prone states for different 
file types, thereby 
demonstrating the 
effectiveness of BitFlip.



Comparison on the decoding levels

➢where BitFlip can reduce 27.1%-31.6% of the decoding levels on 
average.



Comparison on the read latency.

➢BitFlip can reduce the read latency by 25.9%-34.2% for each trace 
compared with the baseline approach.



The number of P/E cycles that can be endured.

➢BitFlip can increase 2.9%-33.3% of P/E cycles that the flash 
memory can endure.



Summary

➢BitFlip can reduce the error-prone states

➢Comparison on the decoding levels
• BitFlip can reduce the decoding levels on average.

➢Comparison on the read latency.
• By reducing the error-prone states, BitFlip significantly reduce the 

decoding time needed in read operations.

➢The number of P/E cycles that can be endured.
• BitFlip increase P/E cycles that the flash memory can endure
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