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Why Parallel NFS Is Relevant Now More than Ever

The Current Reality:
* Data orchestration is an absolute requirement across silos, sites, & clouds.

* High-performance requirements have gone mainstream.
* The world is moving to software-defined on commodity infrastructure.

* Linux is ubiquitous - enables a sophisticated, standards-based, open-source
client to come built-in (not third-party).

Therefore:

* NFS 4.2 solves these problems.

* File access that bridges storage silos, sites & clouds.
* Parallel file system with no need to install third-party client & managementtools.
* Avoids need to rewrite apps to use object storage.
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N F_Sv4-.2— N FSEnha.ncements'AndFixes .

 Elimination of excess protocol chatter using
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« Compound operations (versus serialized)

« Caching and delegations (including client-side timestamp generation, eliminating need to go to the server)
« This eliminates 80% of NFSv3's GETATTR traffic

« File open / create is one single round trip to the metadata service (vs three serial round trips for NFSv3)

« Subsequent open and read of a file just written is ZERO round trips (vs two serial round trips on NFSv3)

Multiple parallel network connections between client and server and optional RDMA

« Avoids TCP stack performance limitations

Ability to write to multiple storage nodes synchronously (striping, mirroring)

« To build highly reliable, highly available systems from unreliable storage nodes
« To distribute even a single file access across multiple back-end NFSv3 storage nodes

Ability to move data while it is live being accessed w/o interruption
File-granular access / performance telemetry gathering and reporting
Ability to serve SMB over NFS

« Mapping of Active Directory principals and ACLs over the NFS protocol
« SMB extended attributes carried over the NFS protocol (future)
« Converged file range locking (future)



Hammerspace Architecture Overview

» Metadata
« Hammerspace “Anvil”
» Bare-metal, virtual, or container deployment Linux
» Synchronous replicated cluster for HA Vetadata I $4
« Billions of inodes with millions active open T
* Full enterprise NAS data services ST J
* Instant data-in-place assimilation (D)ata

* Client NS

* NFS v4.2 in-box from RHEL 7.6 onward Iﬂm
 Data @ @ @ @

* Any NFS v3 NAS
» Leverages NTAP, Isilon file clone APls
* Linear scalable data-path performance
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DSX — Store Function

- Bare-metal, virtual or container deployment
- Parallel, linear scalable performance

- Sources any block storage Metadats LT:X
* Direct attached | i I 11
* SSD, NVMe, HDD s ST J (IDSX- store
* Optional local striping and mirroring e— :INVMG/SCS"ATA
* Network attached s @ @ @

* SAN, iSCSI, EBS Iﬂm

- Supports share snapshots and file clones SIEISIS
- Client can mirror writes to multiple DSX nodes

- Or use erasure encoded groups of DSX nodes

) ;

HAMMERSPACE



| DSX — Mover / Cloud Mover Func_tion

- Bare-metal, virtual or container deployment

- Parallel, linear scalable performance

Linux
- Stateless, scale-out Metadata I Y 11
NFSv4.2
- Fully automatic scheduling —— |
. . 1 |3 ] DSX- store [[[]}| =-

- File to file mobility ;ﬁNVMe/SCSVATA

* NFSv3 NFov: SIS[S

* No interruption to ongoing access “
- File to object mobility @ @ @ @ <—> | (IDSX- mover[[[]

-
* S3, Azure Blob, etc. over HTTPs

|
I
Object / Cloud : S3, Azure
I
|

* Global dedupe, compression, encryption

* Transfer & egress optimized
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'DSX - Portal Function — Legacy Client Support

- Bare-metal, virtual or container deployment

- Parallel, linear scalable performance

- Stateless, scale-out

« Virtual IPs with fail-over
« NFSv3, SMB 2.x/3 and S3
- Global file locking

- Extensive Caching
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Metadata
Read data

Write-back and write-through caching as
appropriate

Win, Mac, ESX

Data+Metadata
NFSv3, SMB, S3

Linux I]DSX— Portal mm '

Metadata A A
NFSv4.2
FlexFiles

% (I J (IDSX-store

Metadata Services Nodes (HA)
ﬁ NVMe/SCSI/ATA
Data
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S3, Azure
Blob, etc.



‘ D'S_X — Containerized Microservices

» Deployment flexibility Win, Mac, ESX
Data+Metadata
» Co-resident on client nodes (hyper-converged) t t NFSV3, SMB, S3
» Dedicated storage-only nodes Linux (DSX__[ll§=
.. . l\NAFe;?/jazta I 44 NVMe/SCSI/ATA
- Eliminates networking hops Ao @ @ @
. N
* Port, cost and latency reduction |3 Il J

- Bypasses serialization over NFS

Data
NFSv3

* |0 short-circuits in the kernel ii

- Achieves full NVMe performance

 Tens of Gbytes per second @ @ @ @

1
* Millions of IOPS :2
* Microsecond latency Q Q@
™\
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S3, Azure
Blob, etc.
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Unstructured Data Orchestration System in ACti‘o'n .

. siteNo.'N'  E[[E]
:

EOEDE

siteNo.1  E|[EZ

Jl ___APPLICATIONs

(— o) [(— ¢]J|— -]

[ unux | winoows | mac | [ wmac_ | winoows | Linux |
uuuuuuuuuuuu an_ el EEEEE SENEN SEEEE SN SEEEE BN SEEEE SIS BN B . SN SN SN SN SN SR SN SR S S e e e — \
( A SMB v2/3 NFS v4.2 NFS v4.2 SMB v2/3 ‘ I
I NFS v3 Metadata Metadata NFS v3 I
: E PARALLEL GLOBAL FILE SYSTEM s |
B i
5 I |
I 2 s A I I d ) g I
] | (—— ) (& e S |
I 2| — I I - =
= H 1 [ ) ) ) I =
| P - N [ Metadata Replication Between Sites I N DSX 2 |
I  DSX | | X ﬁ—'rl | X |
| l ] )
I 4_Data(SS:ar|‘g?::tr:§ de_-s Metadata s(ilrxi)ces Nodes l I Metadata S(f_lrxi)ces Nodes Data( Sssg;gfsjt':l:des |
| 60 Nodes per Cluster) [ [ 60 Nodes per Cluster) |
)| : / |
I Scalable Data Transport Layer I I
| T I Between Sites [ t |
| . .
;¥ I I . \J |
| _ N | | l
| ! | :
| EEEIEEEICEEIR =S ENIELS
= | =D '
) \_ _ _ _ _ -~  _  _  — _ ___
| S .I Existing or New Storage ————————— SE[S _I Existing or New Storage |
T\ %%% Cloud/Object Combined
‘ @@@ Metadata Path Data & Metadata Data Path | 0 |

HAMMERSPACE



 Performance testing showed linearly scale
from small to large:

Example: Linear Scalability S

Lnux Client=

« Saturating the network for throughput-dependent
workloads.

» And saturating the backend storage for IOPS-
dependent workloads.

» Testing showed 16 DSX nodes hit 1.17
Thits/s with 32kb file sizes with low CPU
overhead.

* In testing for raw IOPS with this configuration,
the same test using small 4k files achieved
6.17m IOPS.

 Testing showed linear scalability to limits of
network and storage, by adding more nodes.
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(ST} | oS | (o mm ) (x|
G m]ﬂ 1 - Data Servicas Modes (Upto 60 Modes per cluster) -

Snrdices Nods m m m | m

aturating Infrastructure

Switch |

-

» Test Suite:
* 192 clients
16 DSX Nodes

« Can scale to 500 DSX nodes per cluster x 16
clusters.

« DSX Nodes can be mixed instance types.
* 1/0 Pattern Randomized — 90/10 R/W mix

* NFS Exports were mounted with NFS 4.2

11



'NFS 4.2 - Target Advantage Areas

NFS 4.2 - Sweet Spots:
« Scale-out distributed high-performance file-based workloads.

» Stateful file access at scale globally across block, file, & object.

* No client software required — included in standard Linux distributions.
* Runs on commodity hardware.

 Supports any on-prem or cloud storage of all types from any vendor.

With Hammerspace:
» Supports decentralized environments:
* Global file system spanning silos & sites
» Actionable metadata, including custom metadata driving objective-based policies across any storage
type and location.
Hammerspace Weaknesses:
« Crazy petabyte scale files and hundreds of tbps writes to a single file (cluster checkpoints)

« Crazy metadata performance (millions of file creates per second in a single directory)
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Da_ta Orchestration Powering Space Flight
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- Summary 3

File Access and

" Orchestration for

Any Data, on
Any Storage,
Anywhere.

Cool Vendor
ol Gartner® Storage and Hybrid Infrastructure

A\
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NFS 4.2 solves global high-performance file access.

Flexfiles Layouts provide flexibility to bridge block, file &
object at scale, globally.

Enables transparent live data mobility.
Supports software-defined commodity model.

Leverages existing ubiquitous NFS client
- No third-party client required.

Supports extreme scale-out & high-performance file
workflows across silos, sites, & clouds.
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Hammerspace Automated Data Orchestratlon
Ea Locally, Manage GIobaIIy 1 S

- Useall your data W|th any applrcatron any user across any data center or cloud service, anywhere e y

~ www.Hammerspace.com
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