
Advanced Storage and Memory 
Hierarchy in AI and HPC with DAOS

Andrey Kudryavtsev

DAOS Product Manager, Intel Corp.



Intel CorporationHigh Performance Computing 2

Notices and Disclaimers
Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on 
system configuration.

No product or component can be absolutely secure. 

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For more 
complete information about performance and benchmark results, visit http://www.intel.com/benchmarks .

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and 
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. 
You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when 
combined with other products.  For more complete information visit http://www.intel.com/benchmarks .

Intel Advanced Vector Extensions (Intel AVX) provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX 
instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or maximum turbo 
frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations 
include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on 
microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not 
specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the 
specific instruction sets covered by this notice.   

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future costs and 
provide cost savings.  Circumstances will vary.  Intel does not guarantee any costs or cost reduction. 

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced 
data are accurate. 

© Intel Corporation. Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation or its subsidiaries.  Other names and brands may be claimed as the property of 
others.

http://www.intel.com/
http://www.intel.com/
http://www.intel.com/go/turbo
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DAOS: Nextgen Open Storage Platform

§ Fully Distributed multi-tenant global namespace
§ Platform for innovation
• Modular API and layering
• Can leverage latest HW & SW technology

§ Built for high performance
• 10’s μs latency, billions of IOPS, TB/s to PB/s

§ Full userspace model
• Run on-prem or in the cloud

§Growing open-source community
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Middleware Ecosystem

Generic I/O middleware supported today Domain-specific data models under
development in co-design with partners

Enablement in progress
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Compute Instances

AI/Analytics/Scientific Workflow

HDF5MPI-IO Python DAQLegacy

Apache 
Spark

Apache 
Hadoop

Hadoop Connector SEGY ROOTFDB

Libdaos (key-value interface)

TensorFlow

PyTorch

GPGPU CPU

S3 Block

libdfs (Parallel Filesystem)



Intel CorporationHigh Performance Computing 5

APP: CosmoFlow
§A highly scalable Deep Learning application for Cosmology, 

using a 3D convolutional neural network trained on N-body 
cosmological simulation data to study dark matter in the universe
• https://arxiv.org/pdf/1808.04728.pdf
• Built over TensorFlow; uses Horovod for distributed training

§Community dataset: cosmoUniverse_2019_05_4parE_tf_v2
• 1.7PiB
• 524,288 samples for training
• 65,536 samples for validation
• Compressed TFRecord files

https://arxiv.org/pdf/1808.04728.pdf
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APP: Workflow
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APP: TFRecord Loading

Read
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File
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Decompression coud be optimitized in future DAOS 
release with inline compression support with Intel® QAT

Compression ratio > 5x
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The DAOS Exascale Storage Stack – Software Architecture
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DAOS Program Updates

DAOS to introduce two development paths:
• Stay on PMEM with transitioning to CXL2.0 Persistent memory third party products
• Implement DRAM / CXL.mem (volatile) + NVMe staging for metadata
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DAOS Servers on Intel Xeon Scalable Processors
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DAOS on Aurora

§ 1024x DAOS nodes, each with:
• 2x Xeon 5320 CPUs
• 512GB DRAM
• 8TB Optane Persistent Memory 200
• 244TB NVMe SSDs
• 2x HPE Slingshot NIC

§Usable capacity
• between 220PB and 249PB 

depending on redundancy level chosen
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IO500 SC22 Results
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DAOS Ecosystem

Hardware Partners

Reseller Partners

Software Development 
and 3rd party support

End Customers
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Resources

§ Open-source Community
• Github: https://github.com/daos-stack/daos

• Online doc: http://daos.io
• Mailing list & slack: https://daos.groups.io

• YouTube channel: http://video.daos.io

§ 6th DAOS User Group (DUG’22)
• Recordings available at http://dug.daos.io

§ Upcoming BoFs at SC22
§ Intel landing page
• https://www.intel.com/content/www/us/en/high-performance-computing/daos.html

https://github.com/daos-stack/daos
http://daos.io/
https://daos.groups.io/
https://www.youtube.com/watch?v=1ryUB5VscIc
http://dug.daos.io/
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