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11  │© 2025 DDN

The World’s Leading 
Data Intelligence Platform

KV CACHE - INTRO

[ ANY DATA ]  [ ANY APPLICATION ]  [ ANYWHERE ]
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Day in the life of a Prompt

Query Tokenization + 
Embedding

Pre-Fill De-Code

CPU GPU

Model Inference

The user sends a 
prompt 

Additional data is 
retrieved or injected to 
influence model 
response.

RAG

Process the entire input 
context to generate K/V 
Cache

Vectorization

Attention calculation

This is quadratic in cost

Most expensive when 
prompt is long

Model Generates Tokens

token-by-token generation

Linear in cost

Attention updated
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Key Value saved in memory to De-code only new tokens
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KV Cache is a bottleneck for Inference
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NVIDIA Dynamo Distributed KV Cache Manager
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KV Cache Calculator
https://huggingface.co/spaces/gaunernst/kv-cache-calculator
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What gets cached?

The cache stores:

• Key: Token ID sequence (the matching identifier)

• Value: The computed key-value tensors from the attention layers for those tokens

So the workflow is:

1. Input text → Tokenization → Token ID sequence

2. Match token IDs against cache keys

3. On hit: Retrieve the pre-computed KV tensors for those tokens

4. On miss: Run inference and cache the resulting KV tensors with the token sequence as the key

The cached KV tensors represent the internal attention states that would have been computed if 

those tokens were processed fresh - this is what enables skipping the expensive forward pass 

computation for the matched prefix.
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DDN KV Cache Improvement - Qwen3-32B - 2x H100 GPUs

75.6x improvement 16x improvement

Scenario:

• Warm-up round: Send 100 documents of 130K tokens to the engine

• Query round: Send 4 questions about each document (400 prompts in total)

• Measure: mean TTFT across queries; total duration for the query round
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