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— Executive Summary NG =

Decades in storage and software defined storage from SCSI to NVMeoF
Taught us the need to simplify complex solutions, prove predictable numbers, and keep pushing innovation

/AI Created Change\ / Our Key Focus \ / What we Built \ / How we Ship \

Al put a rack of compute Learn first. A lean RDMA NFS stack that Software only.
inside one server. reaches 120GB/sec per 2U. Click and go.
Make it simple. Hardware independent
Teams needed speed, low Stable tail latency. Designed for none-IT users
latency, and low effort. Focus on performance,
simplicity, space and energy Standard Linux clients. A Data Server Rocket

K Not a science project. / \ efficiency. / K / \ j

This became our foundation - The Building Block.
Next, how we scale it.
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Single Namespace

fect fit for pNFS - Flex Files
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FreeBSD - PEAK:AIO Changes
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Extensions - to-do, community?
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Extensions - to-do, community? |
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Extensions - to-do, community? |
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What if we stayed with a rigid tree strut
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Summary - Come Join Us
N

&) .(Flex Files Proven o
8 Lmearly scalable bandwidth | | ARG
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Physical / KVM kon Linux host
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Larger scale testlng LANL ) Even |f used as a Sandbox == /
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